
#### Abstract

We have carried out the first stage physics run of the J-PARC E15 experiment to search for the $K^{-} p p$ bound state in the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction at the kaon beam momentum of $1 \mathrm{GeV} / c$. The experiment was performed in May, 2013 at the K1.8BR beam line in the J-PARC hadron experimental facility, Tokai, Japan. Approximately $5.2 \times 10^{9}$ kaons bombarded on a helium- 3 target during the data taking period of about 4 days.

The newly constructed spectrometer system at the K1.8BR experimental area consists of a beam line spectrometer, a liquid helium cryogenic target, a cylindrical detector system (CDS) which surrounds the target, and a neutron detection system at the forward angle. The spectrometer system achieved design performance, and a ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass resolution is evaluated to be $\sim 10 \mathrm{MeV} / c^{2}(\sigma)$ in the region of interest.

A neutron missing-mass distribution is obtained under a semi-inclusive condition by requesting at least 1 charged particle reconstructed by the CDS whose acceptance is from 54 to 126 degrees in the polar angle. The spectrum is almost free from accidental backgrounds, and shows a clear peak structure mainly composed of the quasi-free $K^{-}$elastic reaction and the charge-exchange $K_{s}^{0}$ production. We observe a tail structure just below the $K^{-} p p$ binding threshold, which cannot be explained by experimental effects, such as detector resolution and unphysical backgrounds, nor known elementally processes. The number of such unknown excess is evaluated to be $1462 \pm 58$ (stat.) $\pm 122$ (syst.) events in the missing-mass region from 2.29 to $2.37 \mathrm{GeV} / c^{2}$, while the background is to be $568 \pm$ 57 (stat.) $\pm 121$ (syst.) events. Thus the observed excess is statistically significant. This is the first observation of a significant structure just below the $K^{-} p p$ threshold, which is a possible candidate of $S=-1$ di-baryon states such as the theoretically predicted $K^{-} p p$ bound state. As the possible sources of the unknown excess, formation of the $K^{-} p p$ bound state and the $\Lambda(1405) n$ branch of non-mesonic two-nucleon absorption processes are discussed. In addition, upper limits of the formation cross section of the deeply-bound $K^{-} p p$ state in the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction are determined for the deep binding region energies of larger than 90 MeV . They are obtained to be $0.02 \sim 0.4 \mathrm{mb} / \mathrm{sr}$ at $\theta_{\text {lab }}=0^{\circ}$ at a $95 \%$ confidence level, for the widths of 20,60 , and $100 \mathrm{MeV} / c^{2}$ with a decay mode of $K^{-} p p \rightarrow \Lambda p$.
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## Chapter 1

## Introduction

### 1.1 Kaonic nuclear bound state

Meson-nuclear bound systems have unique importance for the study of strong interactions and nuclear medium effects. Exotic atoms, in which a negative hadron is bound by the Coulomb interaction, have been studied intensively by means of x-ray spectroscopy for this purpose. However, they are only sensitive to the interaction at the peripheral region of the nucleus. Much more direct information can be obtained by planting mesons deep inside the nucleus.

For pions, a breakthrough experiment had been done at GSI, where deeply bound atomic state was directly populated via the $\left(\mathrm{d},{ }^{3} \mathrm{He}\right)$ reaction and observed as a distinct peak $[1,2,3,4]$.The deduced reduction of the isovector parameter of the $s$-wave pionnucleon potential at the normal nuclear density was considered to be an evidence for the partial restoration of chiral symmetry.

In the anti-kaon sector, there are theoretical calculations to predict the reduction of the effective $K^{-}$mass in a nuclear medium $[5,6]$. As a possible candidate to investigate such in-medium effect, recent theoretical studies predict the existence of kaonic nuclear bound state as a consequence of the strongly attractive $\bar{K} N$ interaction in the isospin $I=0$ channel. However, the existence of such bound state has not been established and the situation in turn suggests a lack of our understanding of the $\bar{K} N$ interaction, especially in the sub-threshold region.

### 1.1.1 $\bar{K} N$ interaction

The $\bar{K} N$ interaction has been investigated by scattering experiments $[7]$ and x -ray measurements of anti-kaonic hydrogen. These two methods had long-standing inconsistency until late 1990's. An improved x-ray measurement at KEK resolved this inconsistency and established the attractive $\bar{K} N$ interaction in $I=0[8]$. The x-ray measurement at KEK was later confirmed by the DEAR experiment[9] and the SIDDHARTA experiment[10] at DA $\Phi$ NE in Italy.

But the $\bar{K} N$ interaction, especially at the sub-threshold region, is still not understood well because of the existence of $\Lambda(1405)$ resonance. $\Lambda(1405)$ is a baryon species with strangeness $S=-1$, spin-parity $J^{P}=(1 / 2)^{-}$, and $I=0$. While its assignment to an ordinary 3 -quark state is difficult, it has been interpreted as a quasi-bound state of $K^{-} p$
with a binding energy of $27 \mathrm{MeV}[11]$. On the other hand, a recent calculation in the frame work of a chiral unitary model claims that $\Lambda(1405)$ is dynamically generated by the $\Sigma \pi-\bar{K} N$ coupling and consists of two poles couples to the $\pi \Sigma$ state and the $\bar{K} N$ state[12]. As a consequence, the resonance position of the $\bar{K} N \rightarrow \pi \Sigma$ channel sits at about 1420 MeV and the binding energy is as shallow as 15 MeV . The difference in the interpretation of $\Lambda(1405)$ of course largely affects on the calculation of $\bar{K}$-nucleus systems. Experimental study of the structure of $\Lambda(1405)$ is now being progressed extensively. New data of $\pi \Sigma$ line shapes are available in different charge channels produced by $\gamma$-induced reaction with CLAS[13, 14] and LEPS[15] spectrometers, and $p p$ collisions at COSY[16] and with HADES spectrometer at GSI[17]. These data together with a coming kaoninduced data from J-PARC[18] would help us to understand the nature of $\Lambda(1405)$.

### 1.1.2 $\bar{K}$-nucleus interaction

$\bar{K}$-nucleus interaction has been studied by the systematic measurement of kaonic atom x rays. Intensive measurements of kaonic atom x-rays were performed in 1970's and 1980's. A global fit of those data with a density-dependent potential resulted in a deep potential in the real part $-160 \sim-200 \mathrm{MeV}[19]$. On the other hand, chirally motivated calculations also reproduced the x -ray data with a relatively shallow potential $-40 \sim-60 \mathrm{MeV}[20]$. The large discrepancy in the potential depth is due to the fact that the atomic x-ray data probe only surface of the nucleus and indicates that we do not understand the $\bar{K}$-nucleus interaction qualitatively. A much more high precision x-ray data, however, may provide new insight for quantitative understanding of the $\bar{K}$-nucleus interaction.

### 1.1.3 Prediction of kaonic nuclear bound state

The idea of kaon nuclear bound state was proposed by Nogami in 1963 for the first time[21] soon after the discovery of $\Lambda(1405)$ [22]. A hypothesis of the possible existence of deeplybound $\bar{K}$ states was advocated by Wycech in 1986 based on the kaonic atom data[23]. However, we should wait for the establishment of the attractive $\bar{K} N$ interaction by the new kaonic hydrogen x-ray data[8] to motivate the further study on this topic. The recent extensive studies on the kaonic nuclei were triggered by Akaishi and Yamazaki, who carried out a pioneering work on the light kaonic nuclear systems[11][24]. Their calculation was based on a phenomenological $\bar{K} N$ interaction, where $\Lambda(1405)$ was assumed to be a $K^{-} p$ bound state with $I=0$. As a consequence, they predicted a narrow ( $\sim 20 \mathrm{MeV}$ ) state below the $\Sigma \pi$ emission threshold in the case of $K^{-}$in ${ }^{3} \mathrm{He}$ nuclei. They also pointed out quite unique feature of the kaonic nuclear system that the central density of such system becomes 5-10 times higher than the normal nuclear density[25].

### 1.2 Experimental situation

Many experiments to search for the kaonic unclear bound states were performed in the past decade and the effort still continues to reveal the nature of kaonic nuclear states. Here, a part of the experimental searches are reviewed.

### 1.2.1 Stopped $K^{-}$experiment at KEK

In early stage, four-body bound systems ( $K^{-}$in ${ }^{3} \mathrm{He}$ ) were searched for by a series of experiment with the ${ }^{4} \mathrm{He}\left(K_{\text {stopped }}^{-}, N\right) \mathrm{X}$ reactions at KEK (KEK PS E471[26], E 549 [27][28]). They excluded the formation branch as large as $1 \%$ per stopped kaon for narrow strange tribaryon states. The inclusive proton spectrum is shown in Fig. 1.1. Although the statistics and the experimental resolution were excellent, they suffered from rather large background contribution in the region of interest. Their origins were attributed to the hyperon decays or multi-nucleon absorptions. An exclusive analysis based on these data shows that ${ }^{4} \mathrm{He}$ was still too complicated to obtain the conclusive evidence of the formation of kaonic nuclear states[29]

### 1.2.2 In-flight $K^{-}$experiment

The ( $K_{\mathrm{in}-\text { fight }}^{-}, N$ ) method to populated kaonic nuclear bound states was proposed by Kishimoto[30]. He also applied it to experiments at BNL[31] and at KEK[32]. The spectrum of the ${ }^{12} \mathrm{C}\left(K^{-}, N\right)$ reactions in the KEK E548 experiment are shown in Fig. 1.2, which indicated the strongly attractive $\bar{K}$-nuclear interaction. The depth of potential around -190 MeV and -160 MeV was obtained for the ${ }^{12} \mathrm{C}\left(K^{-}, n\right)$ and the ${ }^{12} \mathrm{C}\left(K^{-}, p\right)$ reactions, respectively, as a result of the fitting with a spectrum calculated by the Green's function method. However, there is a claim that the spectrum shape can be reproduced with a moderate potential depth of $-60 \mathrm{MeV}[33]$.

It should be noted that spectra in Fig. 1.2 have few events in the deep bound regions, which indicates that non-mesonic two-nucleon absorption processes are substantially suppressed in in-flight $K^{-}$reaction.

### 1.2.3 Claims of strange dibaryon candidates

The main concern was soon moved to the strange dibaryon system. The lightest and the most fundamental kaonic nucleus is expected to be so-called $K^{-} p p$ state. It is more generally expressed as $\left[\bar{K} \otimes\{N N\}_{I=1}\right]_{I=1 / 2}$, where the maximum combinations of the strongly attractive $I=0$ channel is realized among the three-body systems. In this thesis, such dibaryon state with strangeness $S=-1$ is denoted as $K^{-} p p$.

## FINUDA experiment

The FINUDA collaboration at DA $\Phi$ NE reported a possible evidence of a deeply-bound $K^{-} p p$ state in the invariant mass distribution of back-to-back $\Lambda p$ pairs from the stopped $K^{-}$absorption on ${ }^{6} \mathrm{Li},{ }^{7} \mathrm{Li}$ and ${ }^{12} \mathrm{C}[34]$. The observed bump structure is shown in Fig. 1.3. The spectral fitting gives the binding energy of $115_{-6}^{+6}$ (stat. $)_{-4}^{+3}$ (syst.) MeV and the width of $67_{-11}^{+14}$ (stat.) $)_{-3}^{+2}$ (syst.) MeV . However, there is a criticism that the bump structure comes from quasi-free two-nucleon reaction followed by secondary processes[35, 36]. In fact, they are now finalizing an analysis of the data obtained in the second data taking during 2006 and 2007, where such processes are considered in the global fit of the $\Lambda p$ distributions[37]. Another criticism sometimes quoted to the result is that the acceptance of the given spectrum is too narrow for the clear determination of the background below the suggested peak structure.


Figure 1.1: The proton inclusive missing mass spectrum obtained in the KEK E549/570 experiment[27].


Figure 1.2: Missing mass spectra of the ${ }^{12} \mathrm{C}\left(K^{-}, n\right)$ reaction (upper) and ${ }^{12} \mathrm{C}\left(K^{-}, p\right)$ reaction (lower) in the KEK E548 experiment. The solid curves represent the calculated best fit spectra for potentials with $\operatorname{Re}(\mathrm{V})=-190 \mathrm{MeV}$ and $\operatorname{Im}(\mathrm{V})=-40 \mathrm{MeV}$ (upper) and $\operatorname{Re}(\mathrm{V})=-160 \mathrm{MeV} \operatorname{Im}(\mathrm{V})=-50 \mathrm{MeV}$ (lower). The dotted curves represent the calculated spectra for $\operatorname{Re}(V)=-60 \mathrm{MeV}$ and $\operatorname{Im}(\mathrm{V})=-60 \mathrm{MeV}$. The dot-dashed curves represent a background process. Taken from Ref. [32].


Figure 1.3: Invariant mass of a $\Lambda$ and a proton in back-to-back correlation ( $\cos \theta^{L a b}<$ -0.8 ) from light targets before the acceptance correction in the FINUDA experiment. The inset shows the result after the acceptance correction. Taken from Ref.[34]

## DISTO experiment

A large formation probability of the $K^{-} p p$ bound state in $p p$ collision was predicted by Yamazaki, et al.[38]. They calculated the process $\Lambda^{*}$ and $p$ form to $K^{-} p p$ following the elementary process, $p+p \rightarrow p+\Lambda^{*}+K^{+}$. They insisted the $\Lambda^{*} p$ sticking become dominant due to the matching of the small impact parameter (large momentum transfer) with the compact bound state.

The DISTO collaboration at SATURNE recently re-analyzed their data on the exclusive $p+p \rightarrow p+\Lambda+K^{+}$events at $T_{p}=2.85 \mathrm{GeV}[39]$, assuming $K^{-} p p$ decaying into $\Lambda p$. The $K^{+}$missing mass spectrum obtained as the deviation to the uniform phase space distribution of the $\Lambda p K^{+}$final state is shown in Fig. 1.4(left). A broad peak structure exhibits there at a mass of $2265.2 \mathrm{MeV} / c^{2}$ and a width of $118.8 \mathrm{MeV} / c^{2}$ and they associated it to the dibaryon state with strangeness -1 as $\mathrm{X}(2265)$. They also analyzed the data at $T_{p}=2.5 \mathrm{GeV}$ and found no corresponding peak ( $X(2265)$ ) observed at $T_{p}=2.85 \mathrm{GeV}[40]$.

If $X(2265)$ follows the excitation function in a semi-empirical universal form of Sibirtsev[41], the peak should be observed also at $T_{p}=2.5 \mathrm{GeV}$ as shown in Fig. 1.4(right). In addition, they ignored $N^{*}$ resonances, whose contributions in the $p p$ collision were pointed out by the COSY-TOF experiment[42]. In the $N *$ production, the final state products are $\Lambda p K^{+}$, via $p p \rightarrow p N^{*}, N^{*} \rightarrow K^{+} \Lambda$ as is the case of $K^{-} p p$ production. These $N^{*}$ resonances should make deviation from the uniform distribution in the phase space and modify the DISTO spectrum to some extent.

## OBELIX experiment

The OBELIX experiment, which studied antiproton annihilation on ${ }^{4} \mathrm{He}$ at rest, reported narrow peak structure in the $p \pi^{-} p$ and $p \pi^{-} d$ invariant mass spectra with a huge combinatorial backgound[43]. They insisted the former peak is the $K^{-} p p$ bound state with the $-160.0 \pm 4.9 \mathrm{MeV}$ binding and the $<24.4 \pm 8.0 \mathrm{MeV}$ width. Since their poor experimental resolution cannot identify $\Lambda$ and $K_{s}^{0}$, the claim is not conclusive.

### 1.2.4 Other searches for the $K^{-} p p$ bound state

## $\gamma$-induced production at LEPS

The $\gamma$-induced production off deuteron, $\gamma d \rightarrow K^{+} \pi^{-} X$ reaction at $E_{\gamma}=1.5-2.4 \mathrm{GeV}$ is analyzed with the LEPS/Spring-8 data[44]. They found no significant bump structure in the region from 2.22 to $2.36 \mathrm{GeV} / c^{2}$, and the upper limits of the differential cross section for the $K^{-} p p$ bound state production were determined to be 0.1-0.7 $\mu \mathrm{b}$ with $95 \%$ confidence level.

## HADES experiment

The HADES experiment at GSI searched for $K^{-} p p$ in the same reaction as the DISTO experiment but with a higher kinetic energy of the proton beam, $T_{p}=3.5 \mathrm{GeV}$. Although their analysis has not been finalized, they have not observed the DISTO-like peak so far[45].
$B\left(\mathrm{~K}^{-} \mathrm{pp}\right) \quad[\mathrm{MeV}]$

(a) large-angle proton: high- $P_{\mathrm{T}}(\mathrm{p})$



Figure 1.4: (left) $K^{+}$missing mass spectrum of $p+p \rightarrow \Lambda+K^{+}+p$ channel observed in DISTO[39]. Large momentum transfer protons and kaons are selected. (right) Relative excitation functions in arbitrary units of the reactions $p+p \rightarrow p+\Lambda+K^{+}, \rightarrow p+\Sigma^{0}+K^{+}, \rightarrow$ $X(2265)+K^{+}, \rightarrow p+\Sigma^{0 *}+K^{+}$and $\rightarrow p+\Lambda^{*}+K^{+}$. The observed relative cross-sections for $\mathrm{X}(2265)$ at 2.50 and 2.85 GeV are shown by large red circles, and the expected one at 2.50 GeV relative to that at 2.85 GeV is shown by a green star. Taken from Ref. [40].

Table 1.1: Calculated $K^{-} p p$ binding energies $B \&$ widths $\Gamma$ (in MeV ). Taken from Ref. [47]

| chiral, energy dependent |  |  |  |  | non-chiral, static calculations |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | var. [48] | var. [49] | Fad. [50] | var. [24] | Fad. [51, 52] | Fad. [53, 54] | var. [55] |  |
| $B$ | 16 | $17-23$ | $9-16$ | 48 | $50-70$ | $60-95$ | $40-80$ |  |
| $\Gamma$ | 41 | $40-70$ | $34-46$ | 61 | $90-110$ | $45-80$ | $40-85$ |  |

$d\left(\pi^{+}, K^{+}\right)$reaction at J-PARC E27
The J-PARC E27 collaboration searched for $K^{-} p p$ in the $d\left(\pi^{+}, K^{+}\right)$reaction[46]. In this reaction, $\Lambda(1405)$ is produced on a neutron in a deuteron and the $\Lambda^{*}$ is considered to merges with a proton in the deuteron to form $K^{-} p p[38]$. They constructed a range array counter to tag fast protons from $K^{-} p p$ decay, while the scattered $K^{+}$were analyzed with the SKS spectrometer. The analysis is still ongoing.

### 1.3 Theoretical situation on $K^{-} p p$

Many few-body calculations of the $K^{-} p p$ system have been progressed. Their results for binding energies and widths of the $K^{-} p p$ state are summarized in Table 1.1. All calculations agree on the existence of the $K^{-} p p$ bound state. However the binding energy and the width are quite diverge.

The key issue in these theoretical calculations is the extrapolation of the $\bar{K} N$ interaction into the region far below threshold. As already described, chiral $\mathrm{SU}(3)$ based calculations dynamically generate the $\Lambda(1405)$ as a consequence of coupled-channel dynamics and the resonance position couples to $\bar{K} N$ shifted to about 1420 MeV , while $\Lambda(1405)$ is directly interpreted as a $\bar{K} N$ bound state in the energy-independent potentials. The former case results in substantially weaker $\bar{K} N$ interaction in $I=0$ compared to the later case. Therefore, the obtained binding energies of the $K^{-} p p$ system are smaller in the chiral, energy dependent calculations than those in non-chiral, static calculations.

The calculation methods made less difference in the binding energy and the width. In the variational calculations (var.), the complex $\bar{K} N$ interaction accounted for the $\bar{K} N-\pi \Sigma$ two-body coupled channels, while three-body Faddeev calculations were performed in the $\bar{K} N N-\pi Y N$ system.

None of the few-body calculations predicted the binding energy over 100 MeV despite the experimental observations of DISTO and FINUDA. Furthermore, the main decay channel of $\bar{K} N N \rightarrow \pi \Sigma N$ close at the binding energy around 100 MeV , and thus a deeply binding state is naturally expected to have narrow width as the originally-predicted $K^{-} p p n$ bound state by Akaishi and Yamazaki. Note that only mesonic decay amplitude, $\bar{K} N N \rightarrow \pi Y N$, is taken into account in Table 1.1.


Figure 1.5: Total cross section of the elementally $K^{-} N$ reactions. Taken from Particle Data Group.

### 1.4 Our approach

As is reviewed in the previous sections, neither the existence nor the nature of $K^{-} p p$ bound state has been established. Although there are experimental claims of the possible $K^{-} p p$ candidates, the situation is far from to be settled since the interpretation of the disagreement of the observed peak positions and widths, and the deep binding with rather large width is not well explained by the theoretical calculations so far. In addition, different interpretations other than the $K^{-} p p$ assumption are available for the FINUDA observation. For the DISTO case, the absence of the peak in different incident kinetic energies including the HADES experiment is not understood. The $N^{*}$ contributions should be also understood.

The previous experiments also told us that an exclusive measurement is essential for the clear identification of the observed structure. In addition, an in-flight reaction much suppresses or kinematically separates the background processes such as multi-nucleon absorptions and hyperon decays in the missing-mass measurement.

These ideas are realized in the present experiment, J-PARC E15[56]. We employ in-flight $\left(K^{-}, n\right)$ reaction at $1 \mathrm{GeV} / \mathrm{c}$, where the cross-section of the elementary $K^{-} N$ reaction is a maximum as shown in Fig. 1.5. With this beam energy, a forward going neutron have $1.2 \sim 1.4 \mathrm{GeV} / \mathrm{c}$ momentum, while the $K^{-} p p$ cluster goes backward with $0.2 \sim 0.4 \mathrm{GeV} / \mathrm{c}$ momentum according to its binding. The in-flight kaon reaction is still missing one among the $K^{-} p p$ searches but one of the most important reactions. Another point is a liquid ${ }^{3} \mathrm{He}$ target employed to have more chance to detect all the particles so that we can reconstruct full kinematics of the reaction. The $K^{-} p p$ bound state is investigated via invariant-mass spectroscopy of the expected decay, $K^{-} p p \rightarrow \Lambda p \rightarrow \pi^{-} p p$, in addition to the formation via missing-mass spectroscopy by using the emitted neutron. An intense kaon beam now only available at J-PARC makes such a measurement possible. The details of the experimental method are described in the next chapter.

Table 1.2: Potential parameters used in the calculation by Koike and Harada[57]. Branching rates of the one-nucleon $K^{-}$absorption process are taken to be $B^{(\pi \Sigma N)}=0.7$ and $B^{(\pi \lambda N)}=0.1$, respectively, and the branching rate of the two-nucleon $K^{-}$absorption process is $B_{2}^{(Y N)}=0.2$. Values in parentheses are for the imaginary parts of the energyindependent potentials. All values in MeV .

| potential | $V_{0}$ | $W_{0}$ | Without $B_{2}^{(Y N)}$ |  |  | With $B_{2}^{(Y N)}$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :--- | :--- |
|  |  |  | Ref. |  |  |  |  |
|  | B.E. | $\Gamma$ | B.E. | $\Gamma$ |  |  |  |
| $A$ | -237 | $-128(-120)$ | 21 | 70 | 15 | 92 | DHW[49] |
| $B$ | -292 | $-107(-86)$ | 48 | 61 | 45 | 82 | YA[24] |
| $C$ | -344 | $-203(-147)$ | 70 | 110 | 59 | 164 | SGM[51, 52] |
| $D_{2}$ | -404 | $-213(-47)$ | 118 | 19 | 115 | 67 | FINUDA[34] |

### 1.4.1 Theoretical spectra of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction

For the present experiment, two theoretical spectra are available. One is done by Koike and Harada[57]. Their calculation resulted in the enhancement of the $K^{-} p p$ formation cross section at forward neutron angle as shown in Fig. 1.6. In their calculation, phenomenological optical potentials were used with a form of

$$
\begin{equation*}
U^{o p t}(E ; \mathbf{r})=\left[V_{0}+i W_{0} f(E)\right] \exp \left[-(\mathbf{r} / b)^{2}\right], \tag{1.1}
\end{equation*}
$$

where $V_{0}$ and $W_{0}$ are adjusted parameters to reproduce the results for the the binding energy and width of the $K^{-} p p$ state in theoretical predictions or experimental data as listed in Table 1.2. $f(E)$ is a phase space suppression factor introduced by Mares et al., which accounts for the energy dependence here, and $b$ is a range parameter fixed to $b=1.09 \mathrm{fm}$. With a potential which reproduces the FINUDA observation ( $D_{2}$ in Table 1.2), we expect clear peak structure in the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ missing mass spectrum as shown in Fig. 1.6(d). The integrated cross section in the peak region is more than $1 \mathrm{mb} / \mathrm{sr}$, which is easy to be observed experimentally.

The other theoretical spectrum was derived by Yamagata-Sekihara et al.[58] in the frame work of chiral unitary model. Their spectrum in Fig. 1.7 shows a small bump structure as a result of weak $\bar{K} N$ interaction in a chiral unitary model, which may be difficult to identify in the present experiment. Another interesting result from their calculation is that the structure in the bound region may become much clear if we can tag a $\Sigma$ in the expected decay of $K^{-} p p \rightarrow \pi \Sigma p$.

### 1.4.2 First-stage physics run

The calculation by Koike and Harada indicates our experiment can provide a crucial test for the experimental observations by FINUDA and DISTO. If the observed structures are truly attributed to the formation of $K^{-} p p$, we can observe a clear peak in the neutron missing-mass spectrum even with a moderate kaon beam intensity. It takes advantage of the relatively large formation cross section and the suppressed background with the in-flight reaction kinematics. Thus we decided to take a staging strategy and focus on the


Figure 1.6: Calculated inclusive spectra for the ${ }^{3} \mathrm{He}\left(K_{\text {in }- \text { fight }}^{-}, n\right)$ reaction at $p_{K^{-}}=1.0$ $\mathrm{GeV} / c$ and $\theta_{l a b}=0^{\circ}$ as a function of energy $E$ of the $K^{-} p p$ system measured from the $K^{-}+$ $p+p$ threshold for potentials (a) A, (b) B, (c) C, and (d) D2. The potential parameters are summarized in Table 1.2. Solid and dashed curves denote the inclusive spectra for the energy-dependent $U^{\text {opt }}(E)$ and energy-independent $U_{0}^{\text {opt }}$ potentials, respectively. The dotted curve denotes the $\mathrm{L}=0$ component in the inclusive spectrum for $U^{\text {opt }}(E)$. The vertical line at $\mathrm{E}=0 \mathrm{MeV}$ indicates the $K^{-}+p+p$ threshold. Taken from Ref. [57].


Figure 1.7: Calculated results of ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction spectra at $T_{K^{-}}=600 \mathrm{MeV}\left(P_{K^{-}}\right.$ $=976 \mathrm{MeV} / c$ ) including both $K^{-} p p$ and $\bar{K}^{0} p n$ in the final states are shown in (a) total spectra and (b) conversion part at $\theta_{n}^{l a b}=0^{\circ}$ for the $s$-wave chiral unitary optical potential. Dashed and dotted lines indicate the contributions from $K^{-} p p$ formation and $\bar{K}^{0} p n$ formation, respectively. Solid lines are the sum of the both contributions. Take from Ref. [58].
forward neutron analysis in a first stage physics run to confirm or refute the potentials corresponding to FINUDA and DISTO observations in the framework of the calculation by Koike and Harada.

The requested beam time for the first stage physics run was only $2 \%$ of the original proposal. Unfortunately, the executed beam time was further halved because of the facility condition.

### 1.5 Thesis overview

The present thesis is dedicated to an analysis of a neutron spectrum in the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction with the data obtained in the first stage physics run of the J-PARC E15 experiment. Firstly, experimental details such as the apparatus, the experimental conditions and data summary are described in Chapter 2. Then, a procedure of the detector analysis is presented and the performance of the measurement is evaluated in Chapter 3. The obtained neutron missing mass spectrum is presented and discussed in Chapter 4, focusing on the $K^{-} p p$ binding region. Finally, a conclusion is given in Chapter 5.

The author took a major role throughout the present experiment; construction of a new spectrometer system, commissioning of a kaon beam line and detectors, physics data taking and the data analysis stage. The major contributions are as follows:

- Development of the ${ }^{3} \mathrm{He}$ cryogenic target
- Construction of the forward time-of-flight counters
- Proposal, development, and installation of the beam defining counter
- Construction of the trigger logic circuit
- Development and maintenance of the data acquisition system
- Planning and execution of the beam-line tuning and the physics-data taking
- Development of all the analysis method including the programming.
- All the parameter optimizations in the analysis.
- Implementation of the realistic geometry in the Geant4-based Monte Carlo simulation program.


## Chapter 2

## Experimental method

## $2.1{ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction at $1 \mathrm{GeV} / c$

To search for the $K^{-} p p$ state, we adopted the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction at $1 \mathrm{GeV} / c$. The formation spectrum is derived by means of the missing mass spectroscopy of the incoming kaon and the outgoing neutrons. In the current experiment, we focus on neutrons at very forward angle. The neutron missing mass $M_{X}$ can be expressed as,

$$
\begin{equation*}
M_{X}=\sqrt{\left(M_{3_{\mathrm{He}}}+\sqrt{M_{K^{-}}^{2}+\mathbf{p}_{\mathbf{K}^{-}}^{2}}-\sqrt{M_{n}^{2}+\mathbf{p}_{\mathbf{n}}^{2}}\right)^{2}-\left(\mathbf{p}_{\mathbf{K}^{-}}-\mathbf{p}_{\mathbf{n}}\right)^{2}}, \tag{2.1}
\end{equation*}
$$

where $M_{3^{H}}, M_{K^{-}}$, and $M_{n}$ are masses of a ${ }^{3} \mathrm{He}$, a negative kaon beam and a neutron, and $\mathbf{p}_{\mathbf{K}^{-}}$and $\mathbf{p}_{\mathbf{n}}$ are three momenta of the kaon beam and neutron, respectively.

We used kaon beam at the K1.8BR beam-line in the Hadron experimental facility at J-PARC, which is explained in Sec. 2.3 and Sec. 2.4. The description about the beam line detectors measuring $\mathbf{p}_{\mathbf{K}^{-}}$is given in Sec. 2.6. As the experimental target, we developed a liquid ${ }^{3} \mathrm{He}$ cryogenic target as appears in Sec 2.7. Momenta of the forward neutrons ( $\mathbf{p}_{\mathbf{n}}$ ) were measured by time-of-flight (TOF) method together with particle identification by using charge veto technique. These systems are described in Sec. 2.9. Note that a typical momentum of a forward-going neutron emitted from the $K^{-} p p$ formation is 1.2~1.4 $\mathrm{GeV} / c$. In addition, we installed decay-particle detectors that surround the ${ }^{3} \mathrm{He}$ target to determine the reaction vertex point. Section 2.8 is dedicated for a cylindrical detector system developed for this purpose. Finally, we describe the trigger scheme and a data acquisition system in Sec. 2.10.

### 2.2 Experimental requirement

Before describing the detailed experimental setup, the experimental requirements are discussed in terms of the experimental resolution.

The experimental resolution, namely, the missing mass resolution, is important not only for the search for a discrete peak but also the precise determination of the natural width of the state. Since the expected binding energy and the width of $\bar{K} N N$ systems are in the order of 10 MeV , the missing mass resolution is required to be $\sim 10 \mathrm{MeV} / c^{2}$ in the region of interest. Considering that order of $10^{-3}$ resolution of the kaon beam momentum


Figure 2.1: Simple calculation of resolutions of the forward nucleon momentum and missing mass.
is easily achievable with a conventional magnetic spectrometer, the main contribution of the missing mass resolution comes from the forward neutron momentum measurement. A calculated momentum and missing mass resolutions in a very simple case are shown in Fig. 2.1. Here we assumed the flight length is 15 m for a forward neutron measurement and the kaon beam momentum is $1 \mathrm{GeV} / c$. To achieve the required resolution, we need time-of-flight resolution better than 200 ps including uncertainties of the reaction vertex in the target and the neutron detection point.

### 2.3 J-PARC

Japan Proton Accelerator Research Complex (J-PARC), located at Tokai, Japan, is the only facility that provides a kaon beam today. The concept of J-PARC is to utilize secondary particles produced by primary proton beam of 1 MW class (design goal), which is the world highest intensity. J-PARC consists of three proton accelerators, an $\mathrm{H}^{-}$linac as an injector, 3 GeV Rapid Cycling Synchrotron (RCS), and 50 GeV Main Ring (MR). RCS acts as a booster for MR, and also delivers 3 GeV proton beam to the Material and Life science Facility, which aims at promoting material science and life science using pulsed neutron and muon beams. MR, now operating at 30 GeV , provides a fast extracted (FX) beam to produce neutrino beam to Kamioka and a slow extracted (SX) beam to the hadron experimental facility, where experiments of particle and nuclear physics are performed by using primary proton and secondary pion, kaon and anti-proton beams.

### 2.3.1 SX beam and time structure

In the SX operation, the beam in the MR is "slowly" extracted by gradually shaving bunched beam while the remaining beam is kept circulating in the MR. The spill length

Table 2.1: Typical operational condition of the SX beam as of May, 2013.

| Primary beam momentum | $30 \mathrm{GeV} / \mathrm{c}$ |
| :--- | :--- |
| Primary beam power | 24 kW |
| Protons per spill | $3.0 \times 10^{13}$ |
| Repetition cycle | 6 sec |
| Spill Length | 2.1 sec |
| Spill duty factor | $45 \%$ |
| Spill extraction efficiency | $99.5 \%$ |
| Frequency of transverse RF | 47.5 MHz |

was approximately two seconds with a six-second repetition cycle.
The intensity of the SX beam in the present experiment was about 24 kW . It was about $10 \%$ of the designed intensity. The difficulties to reduce the beam loss in the extraction process is one of the main reasons why the SX intensity is limited while the FX beam have already achieved more than 200 kW .

Another problem is related to the time structure of the beam. In an ideal case, the beam should be completely DC during the extraction period. However, we are suffering from a spike-like time structure on the extracted beam, which result from current ripples of the magnet power supplies in the MR. To describe the spill time structure, we define the spill duty factor as

$$
\begin{equation*}
D u t y=\left(\int_{0}^{T} I(t) d t\right)^{2} / \int_{0}^{T} d t \int_{0}^{T} I(t)^{2} d t \tag{2.2}
\end{equation*}
$$

where $I(t)$ is the beam spill intensity, and $T$ is the spill length. The spill duty factor was $\sim 45 \%$ in the experimental period with an application of 47.5 MHz transverse rf system. Microscopic time structures corresponding to the rf frequency was observed as is shown in the next chapter.

A typical operation condition of the SX beam in May, 2013 is summarized in Table 2.1.

### 2.4 K1.8BR beam-line in the hadron experimental facility

The primary proton beam is transported to a production target (T1) in the hadron experimental facility. In the present experiment, 6 mm (width) $\times 6 \mathrm{~mm}$ (height) $\times 66 \mathrm{~mm}$ (length) gold was used as the T1 target. The hadronic beams produced at the T1 target are extracted to several beam lines.

The present experiment is performed at the K1.8BR beam line located at the north side of the hadron experimental hall. The K1.8BR beam line is branched from the K1.8 beam line and has shorter beam line length of 31.3 m from the T 1 target to the final focus point(FF), which is suitable to deliver low-momentum beam upto $1.2 \mathrm{GeV} / c$. The configuration of the K1.8BR beam line is shown in Fig. 2.2, and its parameters are summarized in Table 2.2.

The beam-line is composed of three sections: a front-end section (D1-D2), a mass separation section (IF-MS1), and a beam analyzer section (D3-FF). The front-end section


Figure 2.2: Schematic drawing of K1.8BR beam line in the J-PARC hadron experimental facility.
is required for extraction of secondary particles from the T1 target. The extraction angle is chosen to be 6 degree, where the kaon production cross section is expected to be at a maximum according to the Sanford-Wang formula[59].

A good mass separation is realized with two vertical slits, an electrostatic separator (ES1), and a pair of correction magnets. The secondary beam is focused vertically at the entrance of mass separation section, where an IF-V slit is placed to reduce so-called cloud pion and to redefine the beam size. Then the 6 m -long ES1 vertically separates the particle trajectory by their mass with an applied field of $50 \mathrm{kV} / \mathrm{cm}[60]$. Finally, a vertical slit (MS1) pass through the selected mass beam with a help of two vertical steering magnets, CM1 and CM2. We also have two horizontal slits, an IF-H at the internal focus point and a MOM just downstream of the MS1, where the optics is designed to be dispersive.

After the D3 magnet, an SQDQD system is employed to focus the beam on the experimental target at FF of the K1.8BR beam line. The most downstream magnet D5 is required to change the beam direction to keep a flight-length of scattered neutron as long as 15 m . The D5 magnet is also used as a beam momentum analyzer.

The first-order beam envelope calculated by the TRANSPORT code[61] is shown in Fig. 2.3.

### 2.4.1 Kaon beam tuning

Kaon beam tune was performed to maximize the number of kaons on the experimental target while keeping a pion contamination to the acceptable level.

After the establishment of online particle identification triggers, we optimized the


Figure 2.3: First-order beam envelope.

Table 2.2: Parameters of K1.8BR beam line as of May, 2013.

| Production target | $\mathrm{Au}(50 \%$ loss $)$ |
| :--- | :--- |
| Extraction Angle | $6^{\circ}$ |
| Momentum range | $1.2 \mathrm{GeV} / \mathrm{c}$ max. |
| Acceptance | $2.0 \mathrm{msr} \cdot \%$ |
| Momentum bite | $\pm 3 \%$ |
| Beam Length (T1-FF) | 31.3 m |



Figure 2.4: Schematic view of the K1.8BR spectrometer.
combination of ES1, CM1 and CM2 setting to maximize the kaon yield. Then the center of the vertical beam position was measured by changing two vertical slit positions. The horizontal position of beam was optimized by D3,D4 and D5 with a narrowed setting for the momentum slit. Currents of quadruple magnets were also scanned to increase the kaon yield and for better focus at FF. Finally, opening widths of two vertical slits and two horizontal slits were optimized in terms of a $K / \pi$ ratio and a total beam intensity.

A typical kaon intensity during the experimental period was $1.5 \times 10^{5}$ per spill with the $K^{-} / \pi^{-}$ratio of $\sim 0.45$. The optimized magnet settings and slit settings are summarized in Table 2.3 and Table 2.4, respectively.

### 2.5 K1.8BR spectrometer system

Figure 2.4 shows the K 1.8 BR spectrometer system which we have constructed in the K1.8BR experimental area. The spectrometer consists of a beam line spectrometer, a cylindrical detector system that surrounds the liquid ${ }^{3} \mathrm{He}$ target system to detect the decay particles from the target region, a beam sweeping magnet, and a neutron and a proton time-of-flight counters located $\sim 15 \mathrm{~m}$ downstream from the target position. In the successive 4 sections, details of these components are described.

Table 2.3: Parameters of the beam-line magnets. D5 field is a typical monitored value. Other field values are interpolations of measured points.

| Element | J-PARC designation | $\begin{gathered} \hline \text { Gap or } \\ \text { bore } / 2(\mathrm{~cm}) \end{gathered}$ | Effective length ( cm ) | $\begin{aligned} & \hline \hline \text { Bend } \\ & \text { (deg) } \\ & \hline \end{aligned}$ | Current <br> (A) | Field at pole $(\mathrm{kG})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D1 | 5C216SMIC | 8 | 90.05 | 10 | -365~-374 | -6.5808~-6.7444 |
| Q1 | NQ312MIC | 8 | 67.84 |  | -357 | -3.075 |
| Q2 | Q416MIC | 10 | 87.04 |  | -668 | 3.872 |
| D2 | 8D218SMIC | 15 | 99.65 | 15 | -698 | -8.7673 |
| IF-H | Movable horizontal slit for acceptance control |  |  |  |  |  |
| IF-V | Movable vertical slit, (y\| y ) $=0$ |  |  |  |  |  |
| Q3 | Q410 | 10 | 54.72 |  | -679 | -4.108 |
| O1 | O503 | 12.5 | 15 |  | -15 | -0.29 |
| Q4 | Q410 | 10 | 54.72 |  | -776 | 4.692 |
| S1 | SX504 | 12.5 | 27.6 |  | -42 | -0.29 |
| CM1 | 4D604V | 10 | 20 | (0.856) | 419 | 1.943 |
| ES1 | Separator | 10 | 600 |  | $\mathrm{E}=-50$ | kV/10 cm |
| CM2 | 4D604V | 10 | 20 | (0.856) | 419 | 1.940 |
| S2 | SX504 | 12.5 | 27.6 |  | -136 | 1.02 |
| Q5 | NQ510 | 12.5 | 56 |  | -498 | 4.218 |
| Q6 | NQ610 | 15 | 57.2 |  | -535 | -4.316 |
| MOM | Movable horizontal slit for momentum acceptance control |  |  |  |  |  |
| MS1 | Movable vertical slit for $K-\pi$ separation $(y \mid \phi)=0,(y \mid y)=0.844,(y \mid \theta \phi)=(y \mid \phi \delta)=0$ |  |  |  |  |  |
| D3 | 6D330S | 15 | 165.1 | 20 | 210 | -7.064 |
| S3 | SX404 | 10 | 20 |  | -34 | -1.062 |
| Q7 | Q306 | 7.5 | 30.34 |  | -464 | 4.026 |
| D4 | 8D440S | 20 | 198.9 | 60 | -1936 | -17.8907 |
| Q8 | NQ408 | 10 | 46.5 |  | -110 | 0.671 |
| D5 | 8D240S | 20 | 195.9 | 55 | -1663 | -16.413 |

Table 2.4: Optimized slit settings. All unit in mm.

| IF-H | 110 | -110 |
| :--- | :---: | :---: |
| IF-V | 2.5 | -1.1 |
| Mass | 1.75 | -2.45 |
| Mom | L 160.0 | R -110.0 |



Figure 2.5: Schematic view of the beam line spectrometer, which consists of trigger counters (BHD, T0 and DEF), beam line chambers (BLC1, BLC2 and BPC), and a kaon identification counter (AC).

### 2.6 Detectors for kaon beam

A schematic view of the beam analyzing part is shown in Fig. 2.5. It is composed of beam line magnets, trigger counters, beam trackers, and a kaon identification counter. The beam trigger is generated by a coincidence signal of a beam hodoscope detector (BHD) and a time zero counter ( T 0 ); the flight length between the BHD and T 0 is $\sim 7.7 \mathrm{~m}$. We additionally installed a beam definition counter (DEF) just upstream of the target to suppress the trigger rate. The kaon beam with momentum around $1.0 \mathrm{GeV} / c$ is identified by using an aerogel Cherenkov counter (AC) with a refractive index of 1.05 . The kaon beam is tracked with two beam trackers - a beam line chamber 1 (BLC1) and a beam line chamber 2 (BLC2) - and the momentum of the kaon is analyzed with this tracking information together with the beam optics of the D5 beam line magnet. Finally, beam trajectory just upstream of the experimental target is detected by a drift chamber (BPC) to determine the reaction vertex precisely.

### 2.6.1 Trigger counters

## BHD and T0

The BHD and T0 are segmented plastic scintillation counters located downstream of the D3 and the D5 magnet, respectively. The T0 signal is used as the event time-zero signal.

The BHD has an effective area of 400 mm (horizontal) $\times 160 \mathrm{~mm}$ (vertical) segmented into 20 units horizontally, and T 0 is 160 mm (horizontal) $\times 160 \mathrm{~mm}$ (vertical) segmented
into 5 units horizontally. To avoid over-concentration of the beam on one segment, T0 is rotated by 45 degrees in the $x y$ plane. The BHD scintillator is made of Saint-Gobain BC412 with a unit size of 160 mm (height) $\times 20 \mathrm{~mm}$ (width) $\times 5 \mathrm{~mm}$ (thickness). The unit size of T0 made of the Saint-Gobain BC420 scintillator is 160 mm (height) $\times 32 \mathrm{~mm}$ (width) $\times$ 10 mm (thickness). In both of the trigger counters, the scintillation light is transferred to a pair of $3 / 4$ inch Hamamatsu H6612B photomultipliers that are attached to the top and bottom ends. Since the coincidence rate of the top and bottom photomultipliers is expected to reach $\sim 1 \mathrm{M}$ counts per spill, the high voltage boosters of all the photomultipliers are modified to supply adequate current to the last three dynodes. Discriminated signals from the top and bottom photomultipliers are coincidenced and provide the timing of each segment.

## Beam definition counter

The DEF is installed just upstream of the target vacuum vessel to improve data quality and an efficiency of data acquisition. Under the current magnetic spectrometer setup, only half of the kaon beam hits the liquid ${ }^{3} \mathrm{He}$ target due to the large beam spot size. So the DEF is used for selecting the central region of the beam at the trigger level by adding the DEF signal to the beam trigger made by the coincidence signal of the BHD and T0.

The DEF is required to be a thin detector to reduce energy losses, a small detector within the BPC radial size, and operated in the magnetic field. To fulfill these requirements, a thin scintillation counter array is adopted. The scintillation light is collected by a wavelength-shifting (WLS) fiber, Kuraray Y-11(200)M with 1 mm diameter. The light from the fiber is read from both ends with multi-pixel photon counters (MPPCs) made by Hamamatsu (S10362-11-100C). The WLS fiber is embedded in a 3 mm thick scintillator (ELJEN EJ-202) with 1.1 mm depth, and fixed by optical cement ELJEN EJ-510 as illustrated in Fig. 2.6. MPPCs are coupled to the fiber by using GOMI connectors developed by the T2K experiment[62]. Because of $\sim 6$ ns decay time of the WLS fiber, the time resolution is expected to be not as good as 1 ns .

The trigger rate was successfully suppressed by $\sim 30 \%$ after the installation of the DEF.

### 2.6.2 Kaon identification counter

The AC located downstream of T0 is used to identify the kaon at the trigger level. Figure 2.7 shows relations of the momentum and critical reflection index for pion and kaon. In our case, an aerogel radiator with a reflection index of 1.05 is used as a threshold-type Cherenkov counter to reject pions with momenta around $1.0 \mathrm{GeV} / c$. The AC, as show in Fig. 2.8, has an effective area of 180 mm (width) $\times 100 \mathrm{~mm}$ (height) $\times 100 \mathrm{~mm}$ (thickness) which covers the whole distribution of the kaon beam. Cherenkov photons radiated in the beam direction are diffused in the aerogel and reflected by the thin mirror foils around it, and part of them reached at four photomultipliers on the top and bottom. Three-inch finemesh type photomultipliers (Hamamatsu R5543) are used to compete with fringing fields of the D5 magnet and the CDS magnet. AC pulse height distributions for $1.0 \mathrm{GeV} / c$ pions and kaons, which are obtained by summing ADC spectra of the four photomultipliers, are shown in Fig. 2.9. In the figures, particle identifications are achieved by the TOF method between the BHD and T0 in off-line analysis. On-line pion identification is performed by


Figure 2.6: Schematic drawing of the DEF counter.
the AC at a threshold level of $\sim 7$ photoelectrons. A pion detection efficiency of $>99 \%$ is achieved, whereas the miss identification ratio of a kaon as a pion is $\sim 1 \%$.

### 2.6.3 Beam momentum analyzer

Two similar planar drift chambers, BLC 1 and BLC 2 , are installed in the entrance and the exit of the D5 magnet. Their tracks are connected by a second-order transport matrix to reconstruct the kaon beam momentum. Assuming $200 \mu \mathrm{~m}$ spatial resolutions for BLC1 and BLC2, the momentum resolution of the spectrometer is estimated to be $1 \times 10^{-3}$, which is good enough for our experiment.The magnetic field of D5 is monitored during the experiment with a high-precision Hall probe, Lakeshore 475 ( $\sim 10^{-5} \mathrm{~T}$ resolution). The fluctuation of the magnetic field was $\sim 2 \times 10^{-4}$ corresponding to $0.2 \mathrm{MeV} / c$ for the 1 $\mathrm{GeV} / c$ beam. We also install a helium bag into the D5 magnet to suppress the scattering effects in the air.

## BLC1 and BLC2

BLC1 consists of two sets of drift chamber with the same design, BLC1a and BLC1b, which have 8 layers with a $U U^{\prime} V V^{\prime} U U^{\prime} V V^{\prime}$ configuration. In the $U$ and $V$ layers the wires are tilted by $\pm 45$ degrees. Each layer contains 32 sense wires with a drift length of 4 mm corresponding to an effective area of $256 \mathrm{~mm} \times 256 \mathrm{~mm}$. The number of readout channels is 256 for both BLC1a and BLC1b, which are installed 300 mm apart upstream of the D5 magnet.

BLC 2 is similar to BLC 1 ; BLC 2 consists of two sets of the same drift chamber, BLC2a and BLC2b. Each chamber has a $U U^{\prime} V V^{\prime} U U^{\prime} V V^{\prime}$ configuration and 32 sense wires per layer, i.e, the number of readout channels is 256 for both BLC2a and BLC2b. In the $U$ and $V$ layers the wires are tilted by $\pm 45$ degrees. The drift length of 2.5 mm corresponds to an effective area of $160 \mathrm{~mm} \times 160 \mathrm{~mm}$. BLC2a and BLC2b are installed 275 mm apart downstream of the D5 magnet.


Figure 2.7: Threshold of reflection index for Cherenkov radiation as a function of the momentum. The horizontal dotted line shows the reflection index of the Aerogel ( $\mathrm{n}=1.05$ ).


Figure 2.8: Schematic drawing of the aerogel Cherenkov counter.


Figure 2.9: AC Pulse height distributions for $1.0 \mathrm{GeV} / c$ (left) pions and (right) kaons. Black histograms represent (left) pions and (right) kaons identified with the TOF between the BHD and T0. Filled histograms represent the events identified as pions by the AC.

Both BLC1 and BLC2 use $12.5 \mu \mathrm{~m}$ diameter gold-plated tungsten wires with $3 \%$ rhenium and $75 \mu \mathrm{~m}$ diameter copper-beryllium wires for the sense and potential wires, respectively. The cathode planes are made of $12.5 \mu \mathrm{~m}$ aluminized Kapton. The readout electronics of both chambers consist of a preamplifier card with amplifier-shaperdiscriminator ICs (ASD, SONY-CXA3653Q, $\tau=16 \mathrm{~ns}$ ) mounted on the chambers, an LVDS-ECL converter, and a TDC. The output signal of the ASD board is sent to the LVDS-ECL converter board via 7 m long twisted-pair cables. From the LVDS-ECL converter, the signal is transferred to the counting house with 50 m long twisted-pair cables. The chamber gas is an argon-isobutane mixture passed through a methylal (dimethoxymethane) bubbler at a refrigerator temperature of $4{ }^{\circ} \mathrm{C}$ with a ratio of $76 \%$ (Ar), $20 \%$ (isobutane) and $4 \%$ (methylal). The operating voltages of BLC1 and BLC2 are set at -1.35 kV on both the potential wires and the cathode planes.

### 2.6.4 Vertex chamber

A backward proton chamber ( BPC ) is originally developed to detect backward-scattered particles in another experiment, spectroscopic study of $\Lambda(1405)$ (J-PARC E31). However, it also works as a kaon beam tracker to determine the reaction vertex point precisely.

The BPC is a compact circular planar drift chamber located just before the target system whose size is 168 mm in diameter and 89.7 mm in height. Figure 2.10 shows the design of the BPC, which consists of 8 layers with an $X X^{\prime} Y Y^{\prime} X^{\prime} X Y^{\prime} Y$ configuration, where the wires of the $Y$ layer are tilted by 90 degrees. Each layer contains 15 sense wires with a drift length of 3.6 mm corresponding to an effective area with a 111.6 mm diameter. The number of readout channels is 120 . The cathode planes are made of $9 \mu \mathrm{~m}$ carbon aramid foil, and the sense and potential wires, readout electronics, and gas mixture of the


Figure 2.10: Design of the BPC (all dimensions in mm).

BPC are the same as those for the beam line chambers. The operational voltage of the BPC is set at -1.45 kV on both the potential wires and the cathode planes.

Figure 2.11 shows the cell geometries of the beam-drift chambers. The parameters of the beam line chambers are summarized in Table 2.5.
(a) BLC1/2


- Sense wire, $\phi=12 \mu \mathrm{~m}, \mathrm{~W}$ w/ $3 \% \operatorname{Re}$ (Au plated)
- Potential wire, $\phi=75 \mu \mathrm{~m}, \mathrm{Cu}-\mathrm{Be}$ (Au plated)
(b) BPC

- Sense wire, $\phi=12 \mu \mathrm{~m}, \mathrm{~W}$ w/3\% $\operatorname{Re}$ (Au plated)
- Potential wire, $\phi=75 \mu \mathrm{~m}, \mathrm{Cu}-\mathrm{Be}$ (Au plated)
(c) FDC1

- Sense wire $\circ$ Field wire $\circ$ Shield wire

Figure 2.11: Cell geometries of (a)BLC1/2, (b)BPC, and (c)FDC1.
Table 2.5: Summary of the beam-line chamber parameters.

|  | BLC1a | BLC1b | BLC2a | BLC2b | BPC | FDC1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| number of planes | 8 | 8 | 8 | 8 | 8 | 6 |
| plane configuration | UU'VV'UU'VV' | UU'VV'UU'VV' | UU'VV'UU'VV' | VV'UU'VV'UU' | XX'YY'X'XY'Y | UU'XX'VV' |
| in a plane <br> number of sense wires | 32 | 32 | 32 | 32 | 15 | 64 |
| wire spacing (mm) | 4 | 4 | 2.5 | 2.5 | 3.6 | 3 |
| effective area (mm) | $256 \times 256$ | $256 \times 256$ | $160 \times 160$ | $160 \times 160$ | $111.6 \mathrm{~mm} \phi$ |  |
| Sense wire material diameter ( $\mu m$ ) | $\begin{gathered} \text { Au-plated W }(3 \% \mathrm{Re}) \\ 12 \end{gathered}$ |  |  |  |  | $\begin{gathered} \mathrm{Au}-\mathrm{W}(\mathrm{Re}) \\ 20 \end{gathered}$ |
| Potential wire material diameter ( $\mu m$ ) | $\begin{gathered} \text { Au-plated } \mathrm{Cu}-\mathrm{Be} \\ 75 \\ \hline \end{gathered}$ |  |  |  |  | $\begin{gathered} \text { (field wire) } \\ \mathrm{Au}-\mathrm{Al} \\ 80 \\ \hline \end{gathered}$ |
| Cathode plane material thickness ( $\mu m$ ) | alminized-Kapton$12.5$ |  |  |  | Cu aramid 9 | $\begin{gathered} \hline \text { (shield wire) } \\ \text { Au-Al } \\ 80 \end{gathered}$ |
| $\begin{aligned} & \text { Gas } \\ & \text { flow (cc/min) } \end{aligned}$ | $\begin{aligned} \text { Ar }: & \text { isoC } \mathrm{C}_{4} \mathrm{H}_{10}: \end{aligned} \text { Metylal }=76: 20: 4$ |  |  |  |  |  |
| operation voltage potential cathord | $\begin{aligned} & -1.35 \\ & -1.35 \end{aligned}$ | $\begin{aligned} & -1.35 \\ & -1.35 \end{aligned}$ | $\begin{aligned} & -1.35 \\ & -1.35 \end{aligned}$ | $\begin{aligned} & -1.35 \\ & -1.35 \end{aligned}$ | $\begin{aligned} & -1.5 \\ & -1.5 \end{aligned}$ | $\begin{gathered} -1.8 \text { (field) } \\ -1.8 \text { (shield) } \end{gathered}$ |

### 2.7 Liquid ${ }^{3} \mathrm{He}$ target system

To gain larger luminosity, a liquid target was employed and a cryogenic target system was developed for the current experiment based on the liquid ${ }^{4} \mathrm{He}$ target[63]. A schematic drawing of the liquid ${ }^{3} \mathrm{He}$ cryostat is shown in Fig. 2.12 and the details can be found in Ref. [64].

The experimental requirements for the target system are stable heat transport to the target cell located at the center of the cylindrical detector system and thin and low-Z materials around the target to suppress the energy loss effect. The former was achieved by an L-shape cryostat and and a siphon method with two pipes connecting between cooling part and the target cell. For the latter requirement, a target cell made by beryllium and a vacuum chamber made by carbon fiber reinforced plastic (CFRP) were employed.

### 2.7.1 Cooling mechanism

The major cryogenic component is divided into three sections: a ${ }^{4} \mathrm{He}$ separator, a ${ }^{4} \mathrm{He}$ evaporator, and a heat exchanger between ${ }^{3} \mathrm{He}$ and ${ }^{4} \mathrm{He}$. The target cell is connected to the bottom of the heat exchanger with two 1 m long pipes. To reduce the radiation from room temperature components, all low-temperature parts are covered with a radiation shield anchored to the liquid nitrogen tank ( $\left.\mathrm{LN}_{2} \operatorname{tank}\right)$.

A cooling power is generated by an evacuation of ${ }^{4} \mathrm{He}$ in the evaporator with a rotary pump. The rotary pump has a pumping speed of $120 \mathrm{~m}^{3} / \mathrm{h}$, resulting in a heat-removal capability of 2.5 W at 2 K . The cooling power was used to liquify ${ }^{3} \mathrm{He}$ gas at the heat exchanger. The scarce ${ }^{3} \mathrm{He}$ gas is controlled by a gas-tight handling system (leak rate less than $\left.10^{-10} \mathrm{~Pa} \cdot \mathrm{~m}^{3} / \mathrm{sec}\right)$. An effective heat transport to the 1 m apart target cell was accomplished by the application of the siphon method as described in Ref. [64], which uses convection of the liquid ${ }^{3} \mathrm{He}$. The liquid ${ }^{3} \mathrm{He}$ warmed by the heat load inside the target cell returns to the heat exchanger through an upper pipe while ${ }^{3} \mathrm{He}$ is cooled again in the heat exchanger and fed to the target cell through the lower pipe.

### 2.7.2 Target cell

Figure 2.13 shows the target. The side wall of the target cell is made of pure beryllium (more than $99.4 \%$ purity) of 0.3 mm thick. The caps of both ends are made by AlBeMet, which is an alloy of aluminum and beryllium. The volume of the target cell is $0.48 \ell$ in which the volume of $269 \ell$ gaseous ${ }^{3} \mathrm{He}$ at room temperature is necessary to fill up with liquid at 1.3 K .

### 2.7.3 Operation and performance

After a pre-cooling of the cryogenic system to the liquid nitrogen temperature, it took about 6 hours to liquify the ${ }^{3} \mathrm{He}$ gas in the heat exchanger and achieve thermal equilibrium at around 1.4 K .

Figure 2.14(left) shows the stability of the temperature at the target cell during the experiment. The spike-like temperature rises are the periods when we refilled the liquid ${ }^{4} \mathrm{He}$ to the evaporator. We need to refill the ${ }^{4} \mathrm{He}$ once per about 24 hours and it takes about 1 hour including a recovery time to thermal equilibrium. Liquid ${ }^{4} \mathrm{He}$ at 4.2 K is


Figure 2.12: Schematic drawing of the liquid ${ }^{3} \mathrm{He}$ cryostat.


Figure 2.13: Schematic drawing of the target cell.

Table 2.6: Operational results of the liquid ${ }^{3} \mathrm{He}$ target system.

| Vacuum level | $[\mathrm{mbar}]$ | $<10^{-6}$ |
| :--- | ---: | :---: |
| Leak rate of the ${ }^{3} \mathrm{He}$ system | $\left[\mathrm{Pa} \cdot \mathrm{m}^{3} / \mathrm{sec}\right]$ | $<10^{-10}$ |
| Temperature in the target cell | $[\mathrm{K}]$ | 1.4 |
| Vapor pressure in the target | $[\mathrm{mbar}]$ | 33 |
| Heat load to low-temperature part | $[\mathrm{W}]$ | 0.21 |
| Liquid ${ }^{4} \mathrm{He}$ consumption | $(\ell /$ day $)$ | 50 |
| Liquid $\mathrm{N}_{2}$ consumption | $(\ell /$ day $)$ | 50 |



Figure 2.14: (left) Stability of the temperature at the target cell during the experiment. (right) Density equation of ${ }^{3} \mathrm{He}[65]$. The hatched regions represent the uncertainty caused by the temperature measurement. The dotted line represents the result in Ref. [64].
transported to the evaporator through the separator, which is closed off during the normal operation. In the data taking period, the temperature was in the range between 1.37 and 1.44 K , which corresponds to the density fluctuation of $\sim 0.2 \%$ as the density equation of ${ }^{3} \mathrm{He}$ is shown in Fig. 2.14(right)[65]. Since the equilibrium temperature of $\sim 1.4 \mathrm{~K}$ was $\sim 0.1 \mathrm{~K}$ higher than that of the test operation in Ref. [64], the difference was also taken into account for the uncertainty of the density. Then, the liquid ${ }^{3} \mathrm{He}$ density in the experimental period was evaluated to be is $0.0810 \pm 0.0002 \mathrm{~g} / \mathrm{cm}^{3}$, corresponding to a thickness of $1.11 \mathrm{~g} / \mathrm{cm}^{2}$ for 138 mm length along the beam direction. The temperature differences between the evaporator, the heat exchanger, and the target cell were less than 0.01 K . This means that the heat transfer by the siphon method was working well. From the reduction rate of the liquid ${ }^{4} \mathrm{He}$ in the evaporator, the heat load of the low-temperature region was estimated to be 0.21 W . The operational results of the cryostat are tabulated in Table 2.6.


Figure 2.15: Schematic drawing of the CDS with the target system.

### 2.8 Cylindrical detector system

A schematic view of the cylindrical detector system (CDS) with the target system is shown in Fig. 2.15. Charged particles generated by the reaction at the target are reconstructed by a cylindrical drift chamber (CDC), which operates in a magnetic field of 0.7 T provided by a solenoid magnet. A cylindrical detector hodoscope ( CDH ) is used for particle identification and as a charged particle trigger. An inner hodoscope ( IH ) is installed to enlarge the acceptance for the tracks out of CDH acceptance. The DEF and BPC, which are already described in Sec. 2.6, are located just upstream of the target chamber. A backward proton detector (BPD) is installed to detect backward scattered particles for another experiment

### 2.8.1 Solenoid magnet

The spectrometer magnet of the CDS is of a solenoidal type, whose bore diameter is 1.18 m and whose length is 1.17 m with an overall weight of 23 tons . The design of the solenoid magnet is shown in Fig. 2.16. It is located on the final focus point of the K1.8BR beam line. The magnet provides a uniform field strength inside the tracking volume $(|z|<$ 420 mm ). In the present experiment, it is operated at 0.7 T .


Figure 2.16: Design of the solenoid magnet (all dimensions in mm).

### 2.8.2 Cylindrical drift chamber

The CDC is a cylindrical wire drift chamber that contains 15 layers of anode wires. The structure of the CDC is shown in Fig. 2.17. The outer radius is 530 mm and the inner radius is 150 mm , with a total length of 950 mm . The wire length of axial layers is 833.8 mm , thus the angular coverage is $49^{\circ}<\theta<131^{\circ}$ in the polar angle region corresponding to a solid angle coverage of $66 \%$ of $4 \pi$. The CDC consists of two aluminum end-plates of 20 mm thickness, a 1 mm thick CFRP cylinder as the inner wall of the CDC, and six aluminum posts that are placed outside the tracking volume. The CDC uses gold-plated tungsten of $30 \mu \mathrm{~m} \phi$ for the sense wires, and gold-plated aluminum of $100 \mu \mathrm{~m} \phi$ for the field and guard wires. These wires are supported by feedthroughs with a bushing inserted at the end. Bushes with an 80 and $200 \mu \mathrm{~m} \phi$ hole are used for the sense and field/guard wires, respectively.

The CDC has 15 layers of small hexagonal cells with a typical drift length of 9 mm , which are grouped into 7 super-layers as shown in Fig. 2.18. Table 2.7 gives the detailed parameters of the wire configuration. The layers are in the radial region from 190.5 mm (layer $\# 1$ ) to 484.5 mm (layer \#15). The 8 stereo layers tilted by about $3.5^{\circ}$ are used to obtain longitudinal position information. The number of readout channels is 1816 and the total number of wires in the CDC is 8064.

The drift gas is 1 atm of mixed argon ( $50 \%$ )-ethane ( $50 \%$ ). A high voltage is applied to the field and guard wires, and the sense wires are kept at ground potential. For the first super-layer (A1) and the second one (U1), a high voltage of -2.8 kV is applied to the potential wires, and -2.7 kV to the potential wires of the other super-layers. In addition, $-1.5 \mathrm{kV},-1.8 \mathrm{kV}$, and -0.6 kV are applied to the innermost, the outermost, and the other


Figure 2.17: Design of the CDC (all dimensions in mm). The CDC consists of two aluminum end-plates, a 1 mm thick CFRP cylinder as an inner wall, and six aluminum posts that are placed outside the tracking volume.


Figure 2.18: Cell structure of the CDC.

Table 2.7: Wire configuration of the CDC.

| Super- <br> layer | layer | Wire direction | Radius (mm) | Cell width |  | Stereo angle (degree) | Signal channels |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (degree) | (mm) |  |  |
| A1 | 1 | $X$ | 190.5 | 5.00 | 16.7 | 0 | 72 |
|  | 2 | $X^{\prime}$ | 204 |  | 17.8 | 0 | 72 |
|  | 3 | $X$ | 217.5 |  | 19 | 0 | 72 |
| U1 | 4 | $U$ | 248.5 | 4.00 | 17.3 | -3.55 | 90 |
|  | 5 | $U^{\prime}$ | 262 |  | 18.3 | -3.74 | 90 |
| V1 | 6 | V | 293 | 3.60 | 18.4 | 3.77 | 100 |
|  | 7 | $V^{\prime}$ | 306.5 |  | 19.3 | 3.94 | 100 |
| A2 | 8 | $X$ | 337.5 | 3.00 | 17.7 | 0 | 120 |
|  | 9 | $X^{\prime}$ | 351 |  | 18.4 | 0 | 120 |
| U2 | 10 | $U$ | 382 | 2.40 | 16 | -3.28 | 150 |
|  | 11 | $U^{\prime}$ | 395.5 |  | 16.6 | -3.39 | 150 |
| V2 | 12 | V | 426.5 | 2.25 | 16.7 | 3.43 | 160 |
|  | 13 | $V^{\prime}$ | 440 |  | 17.3 | 3.54 | 160 |
| A3 | 14 | $X$ | 471 | 2.00 | 16.4 | 0 | 180 |
|  | 15 | $X^{\prime}$ | 484.5 |  | 16.9 | 0 | 180 |

guard wires, respectively. The readout electronics of the CDC consists of a preamp card with ASDs (SONY-CXA3653Q, $\tau=16 \mathrm{~ns}$ ), an LVDS-ECL converter, and a TDC - the same as those for the beam line chambers.

### 2.8.3 Cylindrical detector hodoscope

The CDH is a segmented plastic scintillation counter used for the charged particle trigger and particle identification. The CDH is located at a radius of 544 mm from the beam axis covering a polar angle range from 54 to 126 degrees corresponding to a solid angle coverage of $59 \%$ of $4 \pi$.

The CDH consists of 36 modules, individually mounted on the inner wall of the solenoid magnet. The scintillators are made of Eljen EJ-200, with dimensions of 790 mm in length, 99 mm in width, and 30 mm in thickness. The scintillation light is transferred through light guides to a pair of Hamamatsu R7761 fine-mesh 19-dynode photomultipliers 1.5 inches in diameter.

The CDH is operated in the 0.7 T magnetic field with a typical PMT gain of $\sim 10^{6}$. The measured average time resolution of the CDH without a magnetic field is $71 \pm 3$ ps $(\sigma)$, obtained with cosmic ray data. The error represents the variation among the segments.

### 2.8.4 Inner Hodoscope

An inner hodoscope ( IH ) is a segmented plastic scintillation counter mounted on the inner wall of the CFRP cylinder of the CDC at a radius of 140 mm from the beam axis. The IH covers a polar angle range from 27 to 153 degrees corresponding to a solid angle coverage
of $89 \%$ of $4 \pi$.
The IH consists of 24 ELJEN EJ-200 scintillators with dimensions of 600 mm in length, 37 mm in width, and 3 mm in thickness. Each segment is overlapped by 1 mm . Due to the strong magnetic field and a limited space, multi-pixel photon counters (MPPCs) with a $3 \mathrm{~mm} \times 3 \mathrm{~mm}$ sensitive area were used (Hamamatsu S10362-33-100C). The scintillation light is collected by 4 wavelength-shifting fibers embedded in the scintillator and connected to an MPPC with a specially designed connector. The MPPC signal is read out by using a preamplifier (HOSHIN).

### 2.8.5 Backward proton detector

A backward proton detector (BPD) is installed at the most upstream of the CDS to enlarge the acceptance for backward-going charged particles. In particular, it aims to detect a proton from the $\Lambda(1405) \rightarrow \Sigma^{0} \pi^{0}, \Sigma^{0} \rightarrow \Lambda \gamma, \Lambda \rightarrow p \pi^{-}$decay chain in another experiment with the $d\left(K^{-}, n\right)$ reaction (J-PARC E31).

The BPD is a plastic scintillator hodoscope array with the size of 350 mm (horizontal) $\times 340 \mathrm{~mm}$ (vertical). It is segmented into 70 units of $5 \mathrm{~mm} \times 5 \mathrm{~mm} \times 340 \mathrm{~mm}$ scintillation counter made of Eljen EJ-230. Two MPPCs with a $3 \mathrm{~mm} \times 3 \mathrm{~mm}$ sensitive area (Hamamatsu S10362-33-050C) were directly put on both sides of each slab. Signals from the MPPCs are read out by fast timing amps (ORTEC FTA820). The BPD is not used in the present analysis except for an energy loss calculation for the kaon beam.

### 2.9 Forward particle detector system

A forward time of flight (TOF) counter system at 0 degrees with respect to the beam direction, which is installed to detect out-going neutrons and protons in the ${ }^{3} \mathrm{He}\left(K^{-}, N\right)$ reactions, is one of the most unique features in our spectrometer system. Flight lengths are kept more than 14 m for both neutrons and protons to achieve good momentum resolution, while keeping acceptance as much as $\sim 20 \mathrm{msr}$ with a large volume of scintillator arrays. The forward TOF counter system is composed of a neutron counter array (NC), a proton counter array (PC) and a charged veto counter array (CVC) as illustrated in Fig. 2.19. The CVC located just upstream of the NC vetoes charged particles injected on the NC, not only detects fast protons. Trajectories of protons are reconstructed with a forward drift chamber 1 (FDC1) installed just downstream the target system, and bended by a dipole magnet named as Ushiwaka towards the PC. At the opposite side of the PC, we constructed a caved beam dump where kaon beams are swept out by Ushiwaka to suppress background events in the neutron spectrum. A beam veto counter (BVC), placed just downstream of the target cryostat, is used to reduce fake triggers for the neutral particle detection.

### 2.9.1 Neutron time-of-flight counter

A neutron TOF counter (NC), located 14.7 m away from the final focus point, consists of an array of scintillation counters and has an effective volume of 3.2 m (horizontal) $\times 1.5 \mathrm{~m}$ (vertical) $\times 0.35 \mathrm{~m}$ (depth) segmented into 16 -column (horizontal) $\times 7$-layer (depth) units. The acceptance of the neutron counter is $\sim 20 \mathrm{msr} ; \pm 6.2^{\circ}$ in the horizontal direction and $\pm 2.9^{\circ}$ in the vertical. Each scintillation counter has dimensions of 20 cm (width) $\times 150 \mathrm{~cm}$


Figure 2.19: Schematic view of the forward detectors; the beam veto counter (BVC), forward drift chamber 1 (FDC1), the beam sweeping magnet, the neutron counter (NC), the charge veto counter (CVC), and the proton counter (PC). The NC is located 14.7 m away from the final focus position.
(height) $\times 5 \mathrm{~cm}$ (thickness) with two 2 inch Hamamatsu H6410 photomultipliers attached to both long sides of the scintillator through a Lucite light guide. The scintillators for the first three layers are made of Saint-Gobain BC408, and the other four layers are made of Saint-Gobain BC412. The average time resolution of the neutron counter, measured with cosmic rays, is $92 \pm 10 \mathrm{ps}(\sigma)$. The error represents the variation among the segments.

### 2.9.2 Charge veto counter

The charge veto counter (CVC) is located upstream of the neutron counter, 14.0 m away from the final focus point and has an effective area of 3.4 m (horizontal) $\times 1.5 \mathrm{~m}$ (vertical) segmented into 34 units. Each scintillation counter has dimensions of 10 cm (width) $\times$ 150 cm (height) $\times 3 \mathrm{~cm}$ (thickness), and is equipped with two 2 inch Hamamatsu H6410 photomultipliers attached to both long sides of the scintillator through a Lucite light guide. The scintillators are of Eljen EJ-200 type. The average time resolution measured with cosmic rays is $78 \pm 7 \mathrm{ps}(\sigma)$. The error represents the variation among the segments.

### 2.9.3 Proton time-of-flight counter

The proton TOF counter is installed as the extended wall of the charge veto counter. It has an effective area of 2.7 m (horizontal) $\times 1.5 \mathrm{~m}$ (vertical) segmented into 27 units. The configuration of each scintillation counter is same with that of the charge veto counter except that a Saint-Gobain BC408 scintillator is used. The average time resolution of the proton counter, obtained from cosmic ray data, is $75 \pm 6 \mathrm{ps}(\sigma)$. The error represents the



Figure 2.20: Schematic drawing of the beam veto counter.
variation among the segments.

### 2.9.4 Beam veto counter

The beam veto counter (BVC) is attached on the downstream flange of the target cryostat as shown in Fig. 2.15. The coverage size of the beam veto counter is 320 mm (height) $\times$ 320 mm (width) $\times 10 \mathrm{~mm}$ (thickness) made of Eljen EJ-200. This size is large enough to cover the acceptance of the neutron counter. The BVC is horizontally segmented into 8 units with different sizes as shown in Fig. 2.20 to avoid the over-concentration of the beam on the central segments. 1-inch fine-mesh Hamamatsu R5505 photomultipliers are attached on the both ends of each scintillator segment through Lucite light guides. The signals were read out with an amplification with HOSHIN preamplifier.

### 2.9.5 Forward drift chamber

The forward drift chamber 1 (FDC1) is a feedthrough type chamber which has 6 planes with a VV'XX'UU' configuration. The tilt angles of $U$ and $V$ layers are $\pm 15$ degrees. Each layer has 64 sense wires with a drift length of 3 mm which corresponds to an effective area of 384 mm (horizontal) $\times 264 \mathrm{~mm}$ (vertical). The cell geometry is shown in Fig 2.11(c) and the parameters of the chamber are summarized in Table 2.5. The readout method is the same as those for the beam line chambers.

### 2.9.6 Beam sweeping magnet

A dipole magnet called Ushiwaka is located downstream of the CDS and the FDC1 is attached on upstream of the magnet. The magnet has an aperture of 82 cm (horizontal) $\times 40 \mathrm{~cm}$ (vertical) and a pole length of 70 cm , which accommodates whole acceptance of the neutron counter. Ushiwaka is capable of providing a maximum field of 1.6 T and operated at $\sim 1.0 \mathrm{~T}$ in the production run. Figure 2.21 shows the profile at the CVC and


Figure 2.21: Beam profile at the forward counters with the inverse polarity setting of the Ushiwaka field. Minimum biased beam data ( $\mathrm{BHD} \otimes \mathrm{T} 0$ ) is analyzed. The bump structure around CVC\#20 is mainly attributed to the pion charge exchange reaction, $\pi^{-} " p " \rightarrow \pi^{0} n, \pi^{0} \rightarrow 2 \gamma$.
the PC with the inverse polarity setting of the Ushiwaka field. We confirmed that the central trajectory of the beam was well apart from the NC (CVC) acceptance, and the contamination in the NC acceptance was less than $3 \%$.

### 2.10 Materials in the spectrometer system

The materials in the spectrometer system cause the energy losses, the multiple scattering, and the reaction with other than target for the particles. The net effects are expected to result in systematic shifts of the measured momenta, event losses, and additional deteriorations of the spectrometer resolutions. The momenta of the charged particles are corrected particle by particle taking into account the materials on their trajectory. We developed the correction routine for the kaon beam, the charged particles in the CDS and the forward-going charged particles, where the materials summarized in Table 2.8, Table 2.9, and Table 2.10 were considered, respectively. The wires, the cathode planes and the windows of the chambers, the windows and the reflection sheet of the AC, and the wrapping of the scintillator bars were not taken into account, since their contribution is negligible compared to the required precision of a few $\mathrm{MeV} / c$.

### 2.11 Data acquisition

### 2.11.1 Data acquisition system

The on-line data acquisition system (DAQ) consists of the TKO[66, 67], VME, and PC Linux. The signals from the detectors are fed into ADC and TDC modules slotted into 10 TKO crates. They are read in parallel with 10 VME-SMPs (super memory partner[68]) via a TKO SCH (super controller head). The data stored in a buffer memory of the SMP

Table 2.8: Summary of beam-line materials between the center of BLC2 $(z=-130 \mathrm{~cm})$ and the FF. Typical momentum reductions of the kaon and the proton beams at $1 \mathrm{GeV} / c$ are calculated using the Bethe-Bloch formula.

| Component | Material | Density <br> $\mathrm{g} / \mathrm{cm}^{3}$ | Thickness |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| mm | $\mathrm{g} / \mathrm{cm}^{2}$ | $-\delta p(\mathrm{MeV} / c)$ |  |  |  |  |
| $1 \mathrm{GeV} / c$ kaon | proton |  |  |  |  |  |
| BLC 2 b | Ar-isoC $\mathrm{H}_{10}$ | 0.0016 | 100 | 0.02 | 0.03 | 0.07 |
| T 0 | Scintillator | 1.03 | 10 | 1.03 | 2.4 | 4.2 |
| AC | Aerogel | 0.20 | 100 | 2.00 | 4 | 6.8 |
| BPD | Scintillator | 1.03 | 5 | 0.52 | 1.2 | 2.1 |
| DEF | Scintillator | 1.03 | 3 | 0.31 | 0.72 | 1.2 |
| BPC | Ar-isoC $_{4} \mathrm{H}_{10}$ | 0.0016 | 60 | 0.01 | 0.02 | 0.03 |
| Target system |  |  |  |  |  |  |
| Chamber cap | aluminum | 2.7 | 0.6 | 0.16 | 0.3 | 0.51 |
| Radiation shield | aluminum | 2.7 | 0.3 | 0.08 | 0.15 | 0.26 |
| Cell cap | AlBeMet | 2.07 | 0.6 | 0.12 | 0.23 | 0.51 |
| Target | helium-3 | 0.081 | 60 | 0.49 | 1.45 | 2.45 |
| Air | Air | 0.0012 | 940 | 0.11 | 0.24 | 0.40 |
| Total |  |  |  |  |  |  |

Table 2.9: Summary of materials used in the energy loss correction of the CDC track.

| Component | Material | $\begin{array}{c}\text { Density } \\ \mathrm{g} / \mathrm{cm}^{3}\end{array}$ | $\begin{array}{c}\text { Thickness } \\ \mathrm{mm}\end{array}$ |  |
| :--- | :--- | :---: | :---: | :---: |
| $\mathrm{g} / \mathrm{cm}^{2}$ |  |  |  |  |$]$|  |  |  |  |  |
| :--- | :--- | :--- | :--- | :---: |
| Target system | helium-3 | 0.081 | 34 | 0.28 |
| Target | beryllium | 1.85 | 0.3 | 0.06 |
| Cell wall | Radiation shield | aluminum | 2.70 | 0.3 |
| CFRP | CFRP | 1.70 | 1 | 0.08 |
| Air | Air | 0.0012 | 70 | 0.0084 |
| IH | Scintillator | 1.03 | 3 | 0.31 |
| CDC |  |  |  |  |
| CFRP | CFRP | 1.70 | 1 | 0.17 |
| Gas | Ar- $\mathrm{C}_{2} \mathrm{H}_{6}$ | 0.0015 | 380 | 0.057 |
| Total |  |  |  | 1.13 |

Table 2.10: Summary of materials between the FF and the forward counters. Typical momentum reduction of the proton beam at $1 \mathrm{GeV} / c$ is calculated using the Bethe-Bloch formula.

| Component | Material | Density <br> $\mathrm{g} / \mathrm{cm}^{3}$ | Thickness |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: |
| mm | $\mathrm{g} / \mathrm{cm}^{2}$ | $-\delta p(\mathrm{MeV} / c)$ <br> $1 \mathrm{GeV} / c$ proton |  |  |  |
| Target |  |  |  |  |  |
| $\quad$ Target | helium-3 | 0.081 | 80 | 0.65 | 3.3 |
| Cell cap | AlBeMet | 2.07 | 0.6 | 0.12 | 0.39 |
| Rad. shield | aluminum | 2.7 | 0.3 | 0.081 | 0.26 |
| Frange | SUS304 | 8.9 | 0.3 | 0.27 | 0.26 |
| BVC | Scintillator | 1.03 | 10 | 1.03 | 4.2 |
| FDC1 | Ar-C6 $\mathrm{H}_{10}$ | 0.0016 | 100 | 0.016 | 0.053 |
| to PC |  |  |  |  |  |
| $\quad$ Air | Air | 0.0012 | $1.3 \mathrm{E}+04$ | 1.57 | 5.2 |
| Total |  |  |  | 3.71 | 13.6 |
| to NC |  |  |  |  |  |
| $\quad$ Air | Air | 0.0012 | $1.4 \mathrm{E}+04$ | 1.69 |  |
| CVC | Scintillator | 1.03 | 30 | 3.09 |  |
| Total |  |  |  | 6.92 |  |

is transferred to the DAQ-PC through SBS Bit3 VME-to-PCI bridges. Additionally, two DAQ systems consist of VME and PC Linux are used. One is for spill by spill readout of scalers, and the other one is for multi-hit TDC readout for beam-line counters. To secure event matching in the offline analysis, an event and a spill numbers are distributed the three DAQ systems by using a master trigger module and receiver modules and event matching is done offline. The status of the detector system, such as temperature of the cryogenic target system and the magnetic field of the D5 magnet was recorded by using LabVIEW based program.

Since current DAQ system has no buffer memory in TDC and ADC modules, the fast clear scheme is adopted to efficiently accumulate the ( $K^{-}, N$ ) events. The $1^{\text {st }}$ level trigger is constructed by the beam line detectors and CDS, and then TDC common start/stop signals and ADC timing gates are distributed to each module, followed by analog-to-digital conversion. Signals of the forward counters reach the DAQ system 100 ns or more after $1^{\text {st }}$ level decision. Then $2^{\text {nd }}$ level trigger is generated by the forward-counter signals. If $2^{\text {nd }}$ level is not acceptable, the analog-to-digital conversion is suspended and the modules are initialized for the next event (FastClear).

The dead time of conversion in ADC/TDC and data-transfer from TKO-SCH to VMESMP is $\sim 120 \mu \mathrm{~s}$ and $\sim 230 \mu \mathrm{~s}$. respectively. The dead time caused by a data-transfer from VME-SMP to the PC-Linux is negligible by using two buffers in the VME-SMP. In the case of FastClear, it takes only $\sim 3 \mu$ s to be ready for the next event. During the main data taking period, a typical DAQ rate was about 800 events per spill with the live rate of $\sim 81 \%$.

### 2.11.2 Trigger scheme

We constructed a trigger scheme to satisfy the requirement to derive physical quantity out of the data. Table 2.11 shows a list of trigger mode in the production run. The trigger logic diagram is shown in Fig. 2.22.

## Kaon beam trigger

The elementary beam trigger is constructed by coincidence signals from the beam line counters, the BHD, T0 and the DEF. The kaon beam trigger ( $K_{\text {beam }}$ ) is selected from the beam trigger by using the kaon identification counter, i.e., a veto signal of the $\mathrm{AC}(\overline{\mathrm{AC}})$ defines the kaon beam. It should be noted that antiprotons in the beam are eliminated upstream of the beam line by using the ES1, CM1, and CM2. A logical expression of the kaon beam trigger is given as

$$
\left(K_{\text {beam }}\right) \equiv(\mathrm{BHD}) \otimes(\mathrm{T} 0) \otimes(\mathrm{DEF}) \otimes(\overline{\mathrm{AC}})
$$

A pion beam trigger requires coincidence signal of AC. Then,

$$
\left(\pi_{\text {beam }}\right) \equiv(\mathrm{BHD}) \otimes(\mathrm{T} 0) \otimes(\mathrm{DEF}) \otimes(\mathrm{AC})
$$

## Main trigger

A two-level trigger logic for the in-flight ${ }^{3} \mathrm{He}\left(K^{-}, N\right)$ reaction is applied. To reconstruct the reaction vertex by using the CDS, events with one or more CDH hits ( $\mathrm{CDH}^{1 h i t}$ ) are selected from the kaon beam trigger in the first level. In addition, a forward neutral trigger (Neutral) or a forward charged trigger (Charged) are required in the second level. The neutral trigger is composed of one or more hits on the neutron counter (NC) and a veto signal of the charge veto counter ( $\overline{\mathrm{CVC}})$. The forward charged trigger requires one or more hits on the charge veto counter and/or the proton counter. The E15 main trigger is given as

$$
(\text { Main }) \equiv\left(K_{\text {beam }}\right) \otimes\left(\mathrm{CDH}^{1 h i t}\right) \otimes((\text { Neutral }) \cup(\text { Charged }))
$$

where,

$$
\begin{aligned}
(\text { Charged }) & \equiv(\mathrm{CVC}) \cup(\mathrm{PC}) \\
(\text { Neutral }) & \equiv(\mathrm{NC}) \otimes(\overline{\mathrm{CVC}})
\end{aligned}
$$

## Triggers for the neutron counter calibration

A time offset calibration is of vital importance to precisely measure momenta of the forward-going nucleons by TOF method. To calibrate the NC run by run, gamma-rays from the target are accumulated in addition to the main trigger. Note that although gamma-ray events are contaminated in the main trigger, it is not enough for the calibration purpose. Then, two triggers are introduced which are given as,

$$
\begin{gathered}
\left(\pi_{\text {beam }}\right) \otimes(\overline{\mathrm{BVC}}) \otimes(\text { Neutral }) \\
\left(K_{\text {beam }}\right) \otimes(\overline{\mathrm{BVC}}) \otimes(\text { Neutral })
\end{gathered}
$$

where the (Neutral) trigger is the second level one.

Table 2.11: Summary of trigger conditions.

|  | request | pre-scale | accept | main usage |
| :---: | :---: | :---: | :---: | :---: |
|  | / spill | factor | / spill |  |
| BHD $\otimes$ T0 | 610k | 50k | 10 | monitor AC\&DEF |
| $K_{\text {beam }}$ | 145k | 7 k | 17 | normarisation |
| $K_{\text {beam }} \otimes \mathrm{CDH}^{1}{ }^{\text {hit }}$ | 48k | 70 | 70 |  |
| $K_{\text {beam }} \otimes \mathrm{CDH}^{2 h i t}$ | 21 k | 7 | 280 | $\Lambda p$ events |
| $K_{\text {beam }} \otimes \mathrm{CDH}^{1{ }^{1 i t}} \otimes$ Neutral | 230 | 1 | 170 | $\left(K^{-}, n\right)$ |
| $K_{\text {beam }} \otimes \mathrm{CDH}^{1{ }^{1 i t}} \otimes$ Charged | 130 | 1 | 100 | $\left(K^{-}, p\right)$ |
| $\pi_{\text {beam }} \otimes \overline{\mathrm{BVC}} \otimes$ Neutral | 480 | 10 | 40 | NC calibration |
| $K_{\text {beam }} \otimes \overline{\mathrm{BVC}} \otimes$ Neutral | 850 | 10 | 70 |  |
| Total | 8.5k |  | 680 | (1 ${ }^{\text {st }}$ accept $\sim 6.9 \mathrm{k}$ ) |

## Triggers for normalization

For the evaluation of reaction cross sections, the total kaon flux on the target is crucial. Therefore, elementary kaon beam data ( $K_{\text {beam }}$ ) is also recorded. Minimum-biased beam data $(\mathrm{BHD} \otimes \mathrm{T} 0)$ is also mixed to monitor the performance of the AC and the DEF.

## $K_{\text {beam }} \otimes \mathbf{C D H}$ triggers

Since the main trigger rate is few hundreds per spill, the DAQ has still room to take additional data. Although primary purpose of the present experiment is the study with forward-going nucleons, some physical output without forward counters are also expected. Among them, the $\Lambda p$ events in the CDS are most interested in. Therefore, kaon beam triggers with the coincidence of the CDH hit(s) are mixed as much as possible to keep DAQ live rate better than $80 \%$.

## Cosmic trigger

A cosmic data triggered by two or more CDH hits were recorded to monitor the CDS performance between the spills.

### 2.11.3 Trigger efficiency

In the data analysis, the $K_{\text {beam }}$ trigger data was the minimum-biased one to evaluate the number of incident kaons. Then, the trigger efficiency of the main trigger, $\left(K_{\text {beam }}\right) \otimes\left(\mathrm{CDH}^{1 h i t}\right) \otimes(($ Neutral $) \cup($ Charged $))$, was evaluated in two steps. The $\left(\mathrm{CDH}^{1 h i t}\right)$ trigger efficiency was evaluated first using the $K_{\text {beam }}$ data. The $\left(\mathrm{CDH}^{1 h i t}\right)$ trigger was reconstructed in the offline analysis and then checked the $\left(K_{\text {beam }}\right) \otimes\left(\mathrm{CDH}^{1 h i t}\right)$ trigger flag. The efficiency was evaluated to be $(98.6 \pm 0.1) \%$, where the statistical one. The systematic error in the offline coincidence gate of the CDH signal with the kaon beam was evaluated to be negligibly small. Then the (Neutral) $\cup($ Charged ) trigger efficiency was evaluated in a similar way to be $(99.83 \pm 0.01) \%$ with the $\left(K_{\text {beam }}\right) \otimes\left(\mathrm{CDH}^{1 h i t}\right)$ trigger data. The efficiency of the main trigger was obtained as the multiple of the two efficiency to be (98.3 $\pm 0.1) \%$.

Note that the present trigger condition generates the $2^{n d}$ level trigger by any signals from the forward counters, the NC, the CVC, and the PC, since the pre-scale factors of the (Neutral) and the (Charged) triggers were 1. In the analysis, we did not distinguish the two $2^{\text {nd }}$ level triggers, and performed the same analysis procedure as described in Sec. 3.5.

### 2.11.4 DAQ live rate

The DAQ live rate can be obtained as the ratio of the number of accepted $1^{\text {st }}$ level triggers to that of requested ones. Typical numbers per spill of the accepted $1^{\text {st }}$ level triggers and the $1^{\text {st }}$ level requests are $\sim 8500$ and $\sim 6900$, respectively. Considering the fluctuation in the experimental period as the error, the DAQ live rate was obtained to be $(81.5 \pm 0.7) \%$ at the data acquisition rate of $\sim 680$ events per spill.

### 2.11.5 Data summary

The production of present experiment was carried out from May 18th, 2013 to May 23rd, 2013, after a short period of beam-tuning and separated calibration runs. The calibration runs contained target empty runs for the fiducial volume study, proton beam through runs to calibrate the beam absolute momentum and pion beam runs for chamber position calibrations and ADC calibrations. The field of the Ushiwaka was scanned in the dedicated run to irradiate pions on the all segments of the NC and the PC.

The total primary beam amount we received in the physics run was $\sim 12 \mathrm{~kW} \times$ week. The integrated number of kaons evaluated by scaler count of the kaon trigger was 7.52 $\times 10^{9}, \sim 70 \%$ of which were focused on the ${ }^{3} \mathrm{He}$ target.

Figure 2.22: Logic diagram of the trigger circuit.

## Chapter 3

## Data analysis

### 3.1 Overview

This chapter is dedicated for the data analysis to obtain the missing mass spectra in the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction.

The first part of this chapter describes analyses of individual detectors. First, common procedures for all the counters are described in Sec. 3.2. Then, an analysis of the kaon beam is presented and the selection of the kaon beam is defined in Sec. 3.3. The analysis of the cylindrical detector system (CDS) comes to the next. A tracking method of the cylindrical drift chamber ( CDC ) is presented to reconstruct a reaction vertex, and a particle identification is performed to reconstruct $K_{s}^{0}$ and $\Lambda$ peaks for the performance check in Sec. 3.4. An analysis of the forward neutron appears in Sec. 3.5.

In the later part of this chapter, an analysis with a whole system is presented. The resolution and the precision of scale in the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ missing mass are evaluated in Sec. 3.6 and Sec. 3.7, respectively. Finally in Sec. 3.8, the normalization factors of the missing mass spectrum is evaluated including the neutron detection efficiency with the NC.

### 3.1.1 Definition of the coordinates

In the present analysis, we employ the right-handed system, where $z$-axis is defined by the (designed) beam-axis, and then $x$ - and $y$-axis represent horizontal and vertical positions, respectively. A positive $x$ position corresponds to right-hand side from the beam axis when we look from downstream of the beam line.

### 3.2 Common procedures to all detectors

### 3.2.1 TDC data conversion to the time

To convert a TDC channel to time, conversion parameters, i.e., the time gain, were obtained channel by channel with a time calibrator (ORTEC 462). The calibration data were recorded before the experiment. We used linear functions for the wire chambers and quadratic curves for the scintillation counters to describe conversion parameters of their TDCs.

### 3.2.2 ADC data conversion to the energy

For the conversion from an ADC channel to energy, $1 \mathrm{GeV} / c \pi^{-}$beams, whose energy deposit on a scintillator is $\sim 2 \mathrm{MeV} / 1 \mathrm{~cm}$, is used. To calibrate ADCs of the forward counters, we took a dedicated run to irradiate the pion beam to all the segments by scanning the Ushiwaka field before the experiment and once during the experiment. For the ADCs of the CDH and the IH, reconstructed pion tracks with the CDC were used as the calibration source, considering their track length in the scintillator event by event.

### 3.2.3 Time-walk correction and time offset tune for scintillation counters.

The time-walk effect is well-known phenomenon that the timing signal generated by a threshold-type discriminator has systematic dependency on the pulse height or the charge of the raw signal. The effect was compensated at offline analysis with a correction function,

$$
p_{0}+\frac{p_{1}}{\sqrt{d E}}+p_{2} \cdot d E
$$

where $d E$ is the energy deposit on the photo-sensor recorded with an $\mathrm{ADC}, p_{i}$ are the parameters. These parameters were obtained by iteratively correcting the $d E$-timing relation with well defined velocity particles such as $\pi$ beam and $\gamma$-rays. The timing offsets were also adjusted in this procedure by optimizing the parameter $p_{0}$ run by run.

### 3.2.4 Hit timing determination of a hodoscope segment

A particle hit on a hodoscope segment was identified by the coincidence of the TDC signals of all photomultipliers; one for the IH , and two for the other detectors. The timing was determined by the mean of the TDC timings after the time-walk correction.

### 3.3 Kaon beam analysis

In the kaon beam analysis, we identified true kaons in the kaon triggered events and obtained their momenta and trajectories. One of the most important point of the beam analysis is to assure only one beam particle is coming into the spectrometer during the time range we are interested in. Otherwise, we can not distinguish (from which beam particles a forward-going particle is generated, especially when it is neutral. Furthermore, the kaon beam has microscopic beam structure which may cause fake peak structures in the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ spectrum. In the current analysis, we set a time gate of forward-going particles to be the same as the TDC range of T0, $\sim 100 \mathrm{~ns}$. It corresponds to down to $\sim$ $400 \mathrm{MeV} / c$ neutrons. To cover this time range, we selected single beam events between -30 ns and 100 ns .

An analysis procedure of the kaon beam is:

1. Select T0 single hit event.
2. Require that the TOF between T 0 and the BHD is consistent with that of kaon beam.
3. Require that the BPC has only one track.
4. Require that BLC1 and BLC2 have only one track each.
5. Reconstruct beam momentum and check consistency with BHD hit.
6. Check consistency between BLC2 and BPC tracks.
7. Require that an extrapolation of the BPC track is on the target fiducial volume.

The details of each step are described below.

### 3.3.1 Kaon identification by the TOF between the BHD and T0

Although the kaon beam is identified at the online trigger level with the AC , there are still small contaminations of pions due to the inefficiency of the AC. In addition, many events have multiple hits on the BHD and T0 as shown in Fig. 3.1. We first selected T0 single-hit events to avoid beam pile-up, while we allowed multiple hits on the BHD since otherwise more than half of the statistics was lost. Instead, we developed a timing analysis method for the beam line drift chambers as described in the next section and rejected the beam pile-up event at downstream of the D 4 magnet.

The associated BHD hit to the T0 hit was selected by requesting the time-of-flight between BHD and T0 to be consistent with the $1 \mathrm{GeV} / c$. The relative time offset and time-walk effect of the BHD was calibrated with respect to T0 segment $\# 3$ by using pions with a fixed flight length of 7.7 m and a fixed beam momentum of $1 \mathrm{GeV} / c$. A typical TOF resolution of $160 \mathrm{ps}(\sigma)$ was obtained for $1 \mathrm{GeV} / c$ pions, where the flight length deviation from the central trajectory is not taken into account. A typical TOF spectrum is shown in Fig. 3.2. The kaon selection gate was defined by the $3 \sigma$ of the kaon peak, where the TOF resolution for $1 \mathrm{GeV} / c$ was evaluated to be $195 \mathrm{ps}(\sigma)$. The additional deterioration of the resolution is due to the ignorance of the $\sim 2 \%$ beam momentum bite.

### 3.3.2 Beam-line drift chamber analysis

## Conversion to the hit position

The TDC data of drift chambers is converted to drift time information. Assuming that the beam particles pass through the chambers at right angles and are uniformly distributed in each cell, a conversion relation between a drift time and a drift length can be obtained from the integral of the time distribution as shown in Fig. 3.3(top and middle). The conversion relations were obtained wire by wire with the kaon beam, and a relative offset of each wire was adjusted by using a peak position in the differentiated time spectrum as shown in Fig. 3.3(bottom).

## Linear tracking

A hit position in each plane can be calculated from a wire position and a drift length, but there is still ambiguity in the drift direction. For a given set of the hits, all combinations


Figure 3.1: Multiplicity of (left) T0 and (right) the BHD for the unbiased-kaon beam. The T0 single-hit is required in the right figure.


Figure 3.2: Time-of-flight distribution between the BHD and T0. Unbiased kaon trigger data is used. Multiple hits on the BHD are allowed. A peak around 29 ns corresponds to the kaon timing and the red dot lines show the kaon selection region. A peak around 26 ns is contributed from pion contamination. A bump above 33 ns is considered due to the beam pile-up events.


Figure 3.3: (top) Timing distribution of a typical wire in BLC1. (middle) Integrated timing spectrum. The maximum was normalized by the maximum drift length. (bottom) Differential of the timing distribution. The peak position was used to adjust the relative timing offset.
of the drift directions were examined and the combination which gives minimum $\chi^{2} / n d f$ was selected. The $\chi^{2} / n d f$ in the 3 dimensional linear fitting is defined as,

$$
\begin{align*}
\chi^{2} / n d f & =\frac{1}{N-4} \sum_{i}^{N}\left(\frac{x_{i}^{\prime}-f\left(z_{i}\right)}{\sigma_{i}}\right)^{2}  \tag{3.1}\\
f(z) & =\cos \theta(a+z b)+\sin \theta(c+z d), \tag{3.2}
\end{align*}
$$

where $N$ is the number of the given hits, $x^{\prime}$ is the positions perpendicular to the wire and the beam direction, $f(z)$ is the calculated position in a rotated plane with an angle of $\theta$, and $\sigma$ is the assumed position resolution. We employed the position resolutions in Table 3.1 for the calculation. The four parameters $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}$ in eq. 3.2 at the minimum $\chi^{2}$ are analytically calculated for the given set of the hits.

## Timing analysis

Since the gate windows for the TDCs were set to $\sim 500 \mathrm{~ns}$, there were many multi-track events which had multi hits in the beam line drift chambers. To select a correct set of the hits and to reject tracks out of the triggers particle, a timing analysis was introduced. Although a single-hit-timing information is useless due to large drift-time distribution of $\sim 100 \mathrm{~ns}$, the timing of the particle passage can be deduced by using hits of paired plane, such as $X X^{\prime}$.

All beam-line chambers consist of pairs of staggered planes by a half of the cell size. Therefore, for the correct set of the hits, a sum of the drift lengths of the paired hits should be approximately the cell width, i.e., the drift times in the paired planes should be correlated. Figure $3.4(\mathrm{top})$ shows the relation between a differential and an average of drift times in the paired planes. Here, single-track events were selected to ensure the hits were generated by the trigger particle. The correlation in Fig. 3.4(top) is due to the asymmetric conversion relation between the drift time and the drift length (Fig, 3.3(middle)). After correcting the correlation as shown in Fig. 3.4(b), the corrected average drift-time gives the timing of the particle passage. The correction relations were determined plane by plane. Note that when the paired-hits search was failed, then those paired planers were excluded from the timing analysis.

## Track search at a local level

At first, tracks were searched at a local level, BLC1, BLC2 and the BPC, independently. All possible candidates of hit combinations were examined. For BLC1 and BLC2, a candidate was required to have hits in more than 5 planes out of 8 planes in each of U and V planes. All 8 planes were requested to have hits for the BPC because of the lack of redundancy. The number of candidates was reduced with the help of timing analysis and pre-fitting with a MWPC mode, namely without drift time consideration. Then a hit combination with a minimum $\chi^{2} / n d f$ was selected as a first track. The procedure was iteratively done with hits not included in reconstructed tracks, until we have no more hits enough to reconstruct an additional track.


Figure 3.4: (top) Typical correlation of the time difference and the average time of two neighboring wire hits. Single track event at 0 ns is selected with other chambers and counters. (bottom) After the correction.

## Definition of a good track

The reconstructed tracks were further examined. First, the $\chi^{2} / n d f$, whose typical distributions are shown in Fig. 3.5, was requested to be less than 10. To avoid beam pile-up events, single track event within the timing window of $(-30,100)$ ns was selected as shown in Fig.3.6. In addition, the tracks were also required to be associated to the trigger timing. The timing windows of the trigger association were defined to be $(-5,5)$ ns and $(-10,10)$ ns for the BLCs and the BPC, respectively. Typical track multiplicities are shown in the right of Fig. 3.6 for different timing windows.

### 3.3.3 Performance of the beam line drift chambers

## Position resolution

An intrinsic position resolution of the plane is related to the residual distribution. The residual distribution for all wires in the plane was fitted with a Gaussian and the resultant Gaussian sigma is converted to the intrinsic position resolution by using a factor calculated with the geometry of the chamber. Typical resolutions appear in Table 3.1 are averages of the resolutions of all planes in the drift chambers.

## Timing resolution

Since the typical drift velocity under the present operational condition is $\sim 50 \mu \mathrm{~m} / \mathrm{ns}$, the timing resolutions in the paired plane analysis are expected to be a few ns. The time resolution of a paired planes were obtained to be $\sim 3$ ns from the Y-projected distribution of Fig. 3.4(bottom). The time resolutions of a track were evaluated using the 0 ns peaks in Fig. 3.6(left). The obtained resolutions are summarized in Table 3.1.

## Tracking efficiency

A tracking efficiency of the beam line drift chamber was evaluated by requiring single track in each of other two beam-line drift chambers. For the BPC, a track extrapolated from BLC2 was requested to be at the center of the BPC. Note that plane efficiencies were $>99 \%$ for all planes in all beam line chambers, except for plane \#5 of the BLC2b and plane \#4 of FDC1, which have a dead wire, respectively.

Typical values of the resultant efficiencies are listed in Table 3.1.

### 3.3.4 Beam momentum reconstruction

The BLC1 and BLC2 tracks were connected using a second-order transfer matrix calculated by TRANSPORT code[61] with an additional parameters for the beam momentum. The definition of the $\chi^{2}$ was essentially the same as Eq. 3.2, except that we have an additional degree of freedom of the beam momentum. The minimization of the $\chi^{2}$ was performed with the help of a minimization code, TMinuit[69].

The resultant $\chi^{2}$ distribution is shown in Fig. 3.7. The events with $\chi^{2}<20$ were accepted.


Figure 3.5: $\chi^{2} / n d f$ distributions of BLC1, BLC2 and the BPC. $\chi^{2} / n d f<10$ tracks were accepted.


Figure 3.6: (left) Track timing distributions. T0 single hit and at least 1 CDC track were already required. Due to the T0 single hit selection, pile-up events in the T0 TDC range of $(-20,80) \mathrm{ns}$ was reduced. The largest peak around 0 ns corresponds to the triggered particle and others are pileup events. The red dotted lines give the region for the multiplicity counting and the trigger associated windows were defined as blue hatches. (right) Track multiplicities with different timing windows. The $(-30,100)$ ns timing window is employed in the current analysis.

Table 3.1: Typical performance of the drift chambers evaluated with unbiased kaon beam data.

|  | BLC1a | BLC1b | BLC2a | BLC2b | BPC | FDC1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Position resolution <br> of a plane (mm) | 130 | 180 | 170 | 180 | 110 | 120 |
| Timing resolution <br> of paired planes (ns) | 2.8 | 3.3 | 2.5 | 2.8 | 2.7 | - |
| Timing resolution <br> of a track (ns) | 1.4 |  |  | 1.2 | 1.4 | - |
| Tracking efficiency (\%) | 98.4 | 97.2 | 98.3 | 97.4 |  |  |



Figure 3.7: $\quad \chi^{2} / n d f$ distribution in the fitting to connect BLC1 and BLC2 track. $\chi^{2} / n d f<20$ was accepted.

## Comparison with the forward spectrometer

To evaluate the absolute beam momentum, we used proton beam data to the PC . The proton beam momentum just upstream of T0 was analyzed with a TOF method between T0 and the PC, and was used as the reference. The details of an analysis method of a forward charged particle is described in Appendix B. Note that the momentum scale of the forward charged spectrometer was essentially determined by the detector geometry.

Figure 3.8 shows the comparison of the reconstructed momentum of the proton beam by the two spectrometers, beam line spectrometers (D5) and the forward charged particle spectrometer (PC), where a systematic difference between the two methods was observed. If it was due to the mis-alignment of the forward spectrometer, we need to modify the position of the PC by 10 cm order. It is more natural to suspect the beam spectrometer, which had many uncertainty in the magnetic field of the D5 and the relative positions of the drift chambers. Therefore, a linear correction function shown in Fig. 3.8(left) was applied for the momentum reconstructed with the beam line spectrometer. Figure 3.8 (right) shows the distribution of the difference of the reconstructed momenta with the two methods after the correction. The distribution can be interpreted as a squared sum of the momentum resolution of the two methods.

The momentum resolution of the T0-PC system was evaluated with a simulation to be $3.4 \pm 0.3 \mathrm{MeV} / c$ for a proton beam with a momentum of $1 \mathrm{GeV} / c$. The simulation included the effects of multiple scatterings, energy losses and other physics processes. Realistic resolutions for drift chambers in Table 3.1 were also considered. The error was evaluated from the uncertainty in the intrinsic timing resolution of T0 and the PC. They were measured only with cosmic rays, namely minimum ionizing particles (MIPs), while a $1 \mathrm{GeV} / \mathrm{c}$ proton deposits 1.5 times more energy and thus resulting in a better timing resolution. Here we assumed 0 and $25 \%$ improvement of the timing resolution at maximum for $1 \mathrm{GeV} / c$ protons compared to MIPs. The average and the deviation of the resulting two momentum resolutions were employed as the resolution of the system and its error, respectively.

From the distribution in Fig. 3.8(right) and the evaluated momentum resolution of the T0-PC system, the momentum resolution of the beam spectrometer was obtained to be $2.0 \pm 0.5 \mathrm{MeV} / c$. The precision of the absolute momentum scale should be at the same level of that of the T0-PC system, which was evaluated to be $\sim 2 \mathrm{MeV} / c$ in Appendix B. The absolute scale will be further discussed as the missing mass scale in Sec. 3.7.

Figure 3.9 shows the kaon beam momentum distribution.

### 3.3.5 Event selection

## Correlation between momentum and BHD hit

Since the BHD position is located on a dispersive point, there is a clear correlation between the reconstructed kaon momentum and a hit segment of the BHD, which can be interpreted as the $x$ position at the BHD as shown in Fig. 3.10. Fake combinations between a BHD hit and a BLC1-BLC2 track, mainly caused by kaon decays and pile-up particles, were rejected by applying three sigma cut on the distributions.


Figure 3.8: (left) Momentum dependence of the difference of reconstructed momenta with two different spectrometer, the beam-line spectrometer(D5) and the forward charged spectrometer(PC). (right) Distribution of the momentum difference after the correction with a linear function drawn in (left) with a black solid line.


Figure 3.9: Distribution of the reconstructed beam momentum. Colored histograms represents the momentum distribution at each BHD segment.


Figure 3.10: The relation between the hit segment of the BHD and the momentum distribution. The mean value and the error bar represent the mean and sigma obtained by the Gaussian fitting of each colored distribution in Fig. 3.9, respectively.

## Track matching between BLC2 and the BPC

A portion of kaons also decay or react after identified by the AC. To reduce such events and to ensure the BPC track is the kaon beam, the track matching between BLC2 and the BPC was examined. Figure 3.11 shows position and direction matchings, where three sigma cuts were applied for the BLC2-BPC track selection.

## Beam profile at the final focus point

Figure 3.12(a) shows the kaon beam distribution at the final focus point evaluated by extrapolations of the BPC tracks. The target cell shape was clearly seen in Fig. 3.12(b), where the CDH trigger was requested. Although the beam spot size was a bit larger than the target size and the target cell was displaced from the center of the CDS, the position of the beam was well controlled on the target center. Note that the fiducial volume was defined in three-dimensionally as described in Sec. 3.4.7.

### 3.3.6 Luminosity evaluation

## Decay and reaction loss

With the event selections described above, the kaon was guaranteed to be alive at the final plane of the BPC. Although the DEF hit was required at the trigger level, charged particles from kaon decays or reactions often hit on the DEF.

Therefore, we evaluated the decay and reaction loss probabilities between the plane 8 in the BPC $(z=-18 \mathrm{~cm})$ and the $\mathrm{FF}(z=0)$. For a fixed beam momentum of $1 \mathrm{GeV} / c$, kaon


Figure 3.11: Track matching between BLC2 and the BPC at $z=-75 \mathrm{~cm}$. The two blue vertical lines in each histogram define the accepted region.


Figure 3.12: Kaon beam profile at the FF (left) without any bias and (right) CDH 2 hits was required at a trigger level. The dotted circles represent the $x y$ fiducial region at the FF.
decay loss was calculated to be $2.4 \%$ with $c \tau=3.712 \mathrm{~m}$. The relative position uncertainty of $\sim 1 \mathrm{~cm}$ between the BPC and the FF gives $0.2 \%$ systematic error. The effect of the $\sim 2 \%$ beam momentum bite is smaller than $0.1 \%$. For the estimation of the reaction loss, the elementally $K^{-} N$ reaction cross section was simply scaled by the size of nucleus $A^{2 / 3}$. The materials considered in the evaluation were the DEF, the cap of the target vessel, the radiation shield and the target cell window. The total thickness was $\sim 0.67 \mathrm{~g} / \mathrm{cm}^{2}$ as summarized in Table 2.8. The reaction loss rate was obtained to be $0.7 \%$ and the uncertainty of the estimation for the $K^{-} N$ reaction cross section was considered to give $20 \%$ systematical error.

## Number of the target particle

We defined the fiducial volume length as 10 cm , which is actually defined in threedimensionally as shown in Fig. 3.25. The path length of the kaons in the fiducial volume was evaluated from the extrapolation of the BPC tracks using the unbiased kaon beam data. The normalized path length was obtained to be $10.03 \pm 0.02 \mathrm{~cm}$. The error is evaluated by the time fluctuation during the production run.

The density of the helium- 3 target was evaluated to be $0.0810 \pm 0.0002$ as described in Sec. 2.7.3.

## Kaon flux and integrated luminosity

Finally, total kaon beam flux and the integrated luminosity used in the analysis was evaluated based on a scaler count of the kaon beam trigger, the analysis efficiency in the event selection, and the various factors discussed above. The event selection criteria and corresponding efficiencies are summarized in Table 3.2. The total kaon beam number

Table 3.2: Typical values of the survival rate at each step of beam selection. Relative uncertainties of the survival rates in the kaon beam selection were determined by the fluctuations during the experimental period.

|  | number | survival rate | relative uncertainty (\%) |
| :--- | :---: | :---: | :---: |
| Scaler number | $7.52 \times 10^{9}$ | 1 |  |
| T0 single hit |  | 0.950 | 0.3 |
| TOF kaon |  | 0.973 | 0.2 |
| BPC single track |  | 0.916 | 0.4 |
| BLC1\&2 single track |  | 0.868 | 1.2 |
| BLC2-BPC connection |  | 0.890 | 0.4 |
| momentum reconstruction |  | 0.991 | 0.1 |
| Fiducial selection at FF |  | 0.696 | 1.0 |
| decay loss | 0.976 | 0.2 |  |
| reaction loss |  | 0.993 | 0.3 |
| Total | $3.31 \times 10^{9}$ | 0.441 | 1.7 |
| Density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | 0.081 |  | 0.3 |
| Thickness $\left(\mathrm{cm}^{2}\right)$ | 10.03 | 0.2 |  |
| Luminosity $\left(\mu \mathrm{b}^{-1}\right)$ | 540 | 1.9 |  |

incident on the target was evaluated to be $(3.31 \pm 0.06) \times 10^{9}$ and the integrated luminosity was to be $540 \pm 10 \mu \mathrm{~b}^{-1}$. The errors associated to the kaon beam selection should be basically cancelled in calculating cross sections since the same event selections were applied in the data analysis and the integrated luminosity evaluation. However, time fluctuations of those survival rates, given as relative uncertainties in Table 3.2, were considered not to be cancelled.

### 3.4 Analysis of the cylindrical detector system

The cylindrical detector system (CDS) is mainly used for the reconstruction of reaction vertex to derive the missing mass spectrum of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction. However, more detailed analysis, such as particle identification and momentum reconstruction, was carried out to check the performance of whole spectrometer system.

An analysis procedure of the CDS is as follows:

1. Track finding in the CDC.
2. Search for associated hits on the IH and the CDH for each CDC track.
3. Reconstruct a vertex point with a beam track, and calculate mass-square of the CDC tracks.
4. Re-fit the CDC tracks after applying fine corrections on the CDC hits, and recalculate the mass-square.
5. Identify particle species of each CDC track with a momentum and a re-calculated mass-square.
6. Re-calculate the vertex point, and obtain the momentum three-vector of each CDC track at the vertex.

### 3.4.1 Tracking with the CDC

A trajectory of a charged particle in a magnetic field can be expressed with a helix if the field is uniform. To check whether the helix can describe a charged track in the CDS, a simulation data was generated in the calculated solenoid field by the TOSCA code. The simulation data was analyzed assuming the uniform field, and we confirmed that the helix can describe the charged particle tracks with a momentum precision better than $0.2 \%$. Therefore, the helix expression was employed for a CDC track.

## Helix parametrization

A helix at the CDC local coordinate can be parametrized as,

$$
\begin{aligned}
x(\phi) & =d_{\rho} \cos \phi_{0}+\frac{1}{\rho}\left(\cos \phi_{0}-\cos \left(\phi_{0}+\phi\right)\right) \\
y(\phi) & =d_{\rho} \sin \phi_{0}+\frac{1}{\rho}\left(\sin \phi_{0}-\sin \left(\phi_{0}+\phi\right)\right) \\
z(\phi) & =d_{z}-\frac{1}{\rho} \tan \lambda \cdot \phi
\end{aligned}
$$

where $d_{\rho}$ is the distance of the helix from pivotal point in the $x y$ plane, $\phi_{0}$ is the azimuthal angle to specify the pivotal point with respect to the helix center, $\rho$ is the inverse of the signed radius of the helix, $d_{z}$ is the distance of the helix from the pivotal point in the $z$ direction, and $\tan \lambda$ is the dip angle. The deflection angle $\phi$ is measured from the pivotal point, and specifies the position of the charged particle on the helical track.

The momentum of a charged particle is related to its helix parameters as,

$$
\mathbf{p}=\frac{c B}{\rho}\left(\begin{array}{c}
-\sin \left(\phi_{0}+\phi\right) \\
\cos \left(\phi_{0}+\phi\right) \\
\tan \lambda
\end{array}\right)
$$

where $c$ is the light velocity and $B$ is the strength of the magnetic field in the $z$ direction.

## TDC data conversion to the drift length

A method to convert from a TDC channel to a drift time is the same as that for the beam line drift chambers described in Sec. 3.3.2. Relative time offset in each wire was adjusted in a similar way to the beam line chambers at first. For the conversion from a drift time to a drift length, a fifth order polynomial function was employed. The conversion function was iteratively adjusted by minimizing systematic shifts in the residuals as a function of the drift time. The residual was defined as subtracting the drift length from the shortest distance between the hit wire and the helix. A typical conversion function is shown in Fig. 3.13. Note that additional fine tuning of the drift time was performed as described in Sec. 3.4.5.


Figure 3.13: (left) Typical timing distribution of the CDC hit. (right) Typical correlation between the drift time and the drift length.

## Track finding and $\chi^{2}$ fitting

First, track candidates were searched in $x y$ plane using only axial layers. A circle fitting was performed to determine the combination of hits in axial layers and to estimate helix parameters $d_{\rho}, \phi_{0}$, and $\rho$. Then, associated hits in the stereo layers were searched in $z-\phi$ plane to estimate $d_{z}$ and $\tan \lambda$. Finally, full helix fitting was performed by using TMinuit to minimize the reduced $-\chi^{2}$, which was defined as,

$$
\chi^{2} / n d f=\frac{1}{n-5} \sum_{i}^{n}\left(\frac{\delta_{i}-d l_{i}}{\sigma_{i}}\right)^{2}
$$

where $n$ is the number of hits, $\delta_{i}$ is the shortest distance between the hit wire and the helix track, $d l_{i}$ is the drift length, and $\sigma_{i}$ is the spatial resolution of $180 \mu \mathrm{~m}$ obtained in Sec. 3.4.6. The resultant $\chi^{2} / n d f$ distribution is shown in Fig. 3.14 and tracks with $\chi^{2} / n d f<30$ were defined as good tracks. Note that bad $\chi^{2} / n d f$ tracks were used in the multiplicity counting in the CDS.

A track was required to have at least one hit in each axial super layer. In addition, at least 5 hits in the stereo layers and at least 10 hits in total were required.

### 3.4.2 Associated hit search in the IH and the CDH

Once a CDC track was defined, associated hits in the IH and the CDH were determined by using extrapolated position of the track. Figure 3.15 (left) shows the azimuthal angle matching for the CDH at the inner radius of $\mathrm{r}=544 \mathrm{~mm}$ when we obtained only one track in the CDC and one hit in the CDH. The matching efficiency is obtained to be better than $99 \%$. In a general case, we also checked the matching at the outer radius of the $\mathrm{CDH}, \mathrm{r}=$ 574 mm and accepted CDC tracks with multiple CDH hits. If multiple hits in the CDH


Figure 3.14: $\chi^{2} / n d f$ distribution in the CDC tracking. Tracks with $\chi^{2} / n d f<30$ were accepted.
was associated with one CDC track, the fastest timing segment was defined as the timing of the CDC track. For the IH , similar procedure was applied. Figure 3.15 (right) shows the azimuthal angle matching of the IH at the inner radius of $\mathrm{r}=137 \mathrm{~mm}$. The matching efficiency was $\sim 98 \%$.

### 3.4.3 Vertex reconstruction

## Vertex with one CDC track

With one CDC track, a candidate of the reaction-vertex point was obtained by the distance of the closest approach (DCA) using the BPC and the CDC track. The point on the BPC was defined as the candidate of the vertex as shown in Fig. 3.16(left).

## Vertex with two CDC tracks

If an event had two or more CDC tracks, all possible pairs among them were examined to reconstruct a secondary vertex. The secondary vertex was defined as the center of DCA points of the two helical tracks. The momenta of the two tracks were recalculated at the secondary vertex with an energy loss correction, and the parent track was reconstructed. Then, the primary vertex, i.e. the reaction vertex, was obtained using the BPC track and the parent track and the DCA was used to selection of the vertex candidates as shown in Fig. 3.16(right).

Among the vertex candidates obtained with one and two CDC tracks, the minimum DCA candidate was selected to be the reaction vertex. Figure 3.17(left) shows the track


Figure 3.15: Azimuthal matching of hits (left) on the CDH and (right) on the IH . Events between two red lines were accepted. The segment size corresponds to $\pm 5^{\circ}$ and $\pm 7.5^{\circ}$ for the CDH and the IH , respectively.
multiplicity of the CDC with a neutron detection by the NC, and the Fig. 3.17 shows the difference of the DCA distribution due to the number of CDC tracks used to reconstruct the reaction vertex. In Fig. 3.17(right), $\pi^{+} \pi^{-}$pairs were analyzed and the difference of the vertex reconstruction method was found to be not so significant. Note that the displacement of the $z$-vertex position by 1 cm causes only $\sim 0.3 \mathrm{MeV} / c$ momentum deviation for a $1 \mathrm{GeV} / c$ neutron, which is much smaller than the precision of the current experiment.

### 3.4.4 Particle identification

A velocity $\beta$ and a mass $M$ of the CDC track can be calculated as,

$$
\begin{align*}
\beta & =\frac{L_{C D C_{i n}-C D H}}{\left(\left(T_{C D H}-T_{T 0}\right)-T_{T 0-v e r t e x}^{c a l c}-T_{\text {vertex }-C D C_{i n}}^{\text {calc }}\right) \times c}  \tag{3.3}\\
M^{2} & =p^{2} \times \frac{1-\beta^{2}}{\beta^{2}}, \tag{3.4}
\end{align*}
$$

where $L_{C D C_{i n}-C D H}$ is the helical-track length between the entrance of CDC tracking volume at the radius of 15.1 cm and the $\mathrm{CDH}, T_{C D H}-T_{T 0}$ is the measured flight time between the CDH and T0. $T_{T 0-v e r t e x}^{\text {calc }}$ and $T_{v e r t e x-C D C_{i n}}^{\text {calc }}$ are calculated flight times between T0 and the vertex, and between the entrance of the CDC tracking volume and the CDH, respectively. Velocity and curvature changes by energy losses were taken into account.

The resultant distribution of the momentum versus the mass-square is shown in Fig. 3.18, where pions, kaons, protons and deuterons are clearly separated. In the current analysis, a particle identification is roughly done by using only the mass-square and the charge as shown in Fig. 3.19. Although the PID efficiencies are high at around $99 \%$, we did not remove electrons, positions and muons contaminated in the pion identification. Those


Figure 3.16: Vertex reconstruction with BPC and CDC tracks.


Figure 3.17: (left) CDC track multiplicity. Neutron detection by the NC is requested. (right) DCA distributions of the events with $\pi^{+} \pi^{-}$pairs detected by the CDS. The black, red, and blue histograms are obtained by using reconstructed parent track of the $\pi^{+} \pi^{-}$, the $\pi^{-}$track, and the $\pi^{+}$track, respectively.


Figure 3.18: PID plot for the CDS particle. $\pi^{+}$, protons and deuterons are clearly separated in the positive momentum side, while $\pi^{-}$and $K^{-}$are in the negative side.
contamination can be much suppressed if we used two dimensional particle identification in the mass-square and the momentum plane.

## CDH calibration

The velocity of the particle can be also calculated using the measured momentum ( $p$ ) and the particle mass $\left(m_{x}\right)$ as,

$$
\begin{equation*}
\beta_{c a l c}=\sqrt{\frac{m_{x}^{2}+p^{2}}{p^{2}}} \tag{3.5}
\end{equation*}
$$

Timing offsets and time-walk effects were adjusted so that the difference of measured $\beta$ in Eq. 3.3 and calculated $\beta_{\text {calc }}$ in Eq. 3.5 became zero by using pions.

### 3.4.5 Fine corrections

Following two corrections on the CDC drift time were applied to minimize systematic effects caused by different particle species and the momenta.

## Re-timing of the CDC drift times

Since the TDC start timing was defined by the T0 timing, the TDC data of the CDC contained the drift time and flight time between T0 and the CDC cell. To extract the drift time, we calculated the flight time by using the helical trajectory, the associated CDH-hit timing, and the velocity calculated in Eq. 3.3.


Figure 3.19: Mass-square distributions for (left) positive and (right) negative charged particles in the CDS. Particle identification is roughly done with red dotted lines.

## Time-walk effect on the CDC drift times

A time-walk effect is well known for photon sensors and collected by using the correlation of the integral charge or the pulse height. A similar effect should exist in a drift chamber. Although we took only timing information, a pulse height of a CDC signal should be correlated with an evaluated velocity $\beta_{C D C}$. Figure 3.20 shows clear correlation between the $1 / \beta_{C D C}^{2}$ and the residual converted to a time scale. This correlation was compensated by fitting with a function $p_{0}+p_{1} x+p_{2} x^{2}+p_{3} \exp \left(p_{4} x\right)$ as shown in Fig. 3.20.

### 3.4.6 CDS performance

## Spatial resolution of planes

Figure 3.21 shows the typical residuals. The residuals are compared with those obtained by a Monte-Carlo simulation assuming various spatial resolutions. From the comparison, the spatial resolution in the experimental data was evaluated to be $\sim 180 \mu \mathrm{~m}$. This value was used in the Monte-Carlo simulation in this thesis.

As for the systematic differences by the particle species, typical residual distributions are compared in Fig. 3.22. No significant differences were observed.

## Momentum resolution

A transverse momentum resolution for the CDC track was evaluated by the Monte Calro simulation with the spatial resolution as derived above. Figure 3.23 shows the resolutions for pions, kaons and protons.


Figure 3.20: Correlation between the $1 / \beta^{2}$ and the residual of the CDC track, (left) before and (right) after fine corrections.


Figure 3.21: Comparison of the residual distributions of the CDC between the data and the simulation. The simulation with an intrinsic spatial resolution of $180 \mu \mathrm{~m}$ agrees with the data.


Figure 3.22: Particle dependences of (left) the shape of the residual distributions and (right) the residuals as a function of the layer number.


Figure 3.23: The simulated $p_{t}$ resolution of the CDC single track for each particle species.

## CDC tracking efficiency

Tracking efficiencies of CDC were evaluated by using two data samples; one was the cosmic-ray data obtained in the off-spill duration, and the other was the physics data, i.e., secondary charged particles from kaon-induced reactions.

For the cosmic-ray data, we selected events with two separated hits on both the IH and the CDH, which should contains two CDC tracks generated by one cosmic-ray. These event samples are expected to be clean enough since they are almost free from accidentals and neutral particles. For the cosmic data, we obtained the tracking efficiency of $97.8 \pm$ $0.2 \%$. The error was evaluated from the fluctuations during the experimental period.

In contrast, the kaon-induced data is expected to contain much more backgrounds. To reduce the background contributions from beam-pileup events and neutral particles, strict cuts were applied as follows:

1. The beam was required to be a single particle and hit on the target.
2. Select single-CDH-hit events with more than 5 MeVee (electron equivalent) energy deposits on both CDH PMTs. Timing selection was applied to exclude $\gamma$-ray events.
3. The azimuthal-angle difference between the CDH and the IH hit-segments was required to be less than $20^{\circ}$.

With this event selection, the tracking efficiency was obtained to be $94.0 \pm 0.5 \%$. The error was evaluated in the same way as the cosmic-ray data.

Although there is some discrepancy in the obtained efficiencies, the two data-samples would give extreme cases of the measurement conditions. Therefore, we adopted the mean values of $96 \pm 2 \%$ in the current analysis, where the error was evaluated from the deviation.

## Vertex resolution

The vertex resolution was evaluated with the kaon-induced tracks. The vertex was reconstructed for every CDC track with the beam track. As for the resolution in the $x y$ plane, the reconstructed vertices around $x(y)=0, z=0 \mathrm{~cm}$ were selected and the $y(x)$ position distribution was checked. In Fig. 3.24(left) two clear peaks which correspond to the target cell with 0.3 mm thickness are observed. As a result of Gaussian fitting of these peaks, the $x y$ vertex resolution was evaluated to be $\sim 1 \mathrm{~mm}$, which was almost solely determined by the resolution of the beam track. Figure 3.24(right) shows $z$ vertex distribution with $x^{2}+y^{2}<2 \mathrm{~cm}^{2}$. The largest peak around -16 cm corresponds to the DEF. By fitting the DEF peak and considering the DEF thickness of 3 mm , the $z$ vertex resolution was evaluated to be $\sim 7 \mathrm{~mm}$. Both $x y$ and $z$ vertex resolutions are consistent with those obtained by the simulation.

### 3.4.7 Fiducial volume selection

The vertex distribution in the $z y$ plane and the $z x$ plane are shown in Fig. 3.25. The target cell is clearly identified in addition to the DEF, the vacuum vessel, the thermal radiation shield, and the ${ }^{3} \mathrm{He}$ transfer pipes. The fiducial volume of the ${ }^{3} \mathrm{He}$ target is defined as the blue boxes in Fig. 3.25, whose size is 30 mm radius $\times 100 \mathrm{~mm}$ length. The fiducial volume is apart from the beryllium cylinder of the target cell by more than


Figure 3.24: (left) Reconstructed $x$ vertex position distribution around $y=z=0 \mathrm{~cm}$. The two distinct peaks correspond to the target cell. (right) Reconstructed $z$ vertex position distribution. The most prominent peak at around $z=-16 \mathrm{~cm}$ is the position of the DEF. The red dotted lines are the Gaussian fitting results to evaluate the vertex resolutions.

3 times the $x y$ resolution to reduce contaminations from other materials. The $z$ length and position of the fiducial volume is defined by that of the beryllium cylinder to avoid material complexity in other parts of the cell.

### 3.4.8 $\quad K_{s}^{0}$ and $\Lambda$ reconstruction

To confirm the spectrometer performance of the CDS, the invariant masses of $\pi^{+} \pi^{-}$pairs and $p \pi^{-}$pairs were reconstructed as shown in Fig. 3.26 and Fig. 3.27, respectively. Clear peaks of $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$and $\Lambda \rightarrow \pi^{-} p$ decays were obtained in the invariant mass distributions. Their positions are consistent with PDG values within $1 \mathrm{MeV} / c^{2}$ precision after an adjustment of the field strength of the solenoid magnet described below.

## Adjustment of the CDS field strength

Since we were not able to measure the magnetic field strength of the CDS in the final setup, the value should be adjusted by using the data. $K_{s}^{0}$ and $\Lambda$ peaks are good calibration source for this purpose. The field strength was changed a little so that the both peak positions were consistent to the PDG values with in $1 \mathrm{MeV} / \mathrm{c}^{2}$ as shown in Fig. 3.28. We found the requirement is satisfied when the magnetic field is

$$
\begin{equation*}
0.715 \pm 0.002 \mathrm{~T}, \tag{3.6}
\end{equation*}
$$

where the error was assumed to be symmetric.


Figure 3.25: Reconstructed vertex distribution in (left) the $z y$ and (right) the $z x$ planes. The fiducial volume is defined as the blue boxes.


Figure 3.26: Invariant mass distribution of $\pi^{+} \pi^{-}$pairs reconstructed with the CDS. The $K_{s}^{0}$ peak was fitted with a Gaussian and a third-order polynomial background. The red solid curve and the blue dotted curve show the fitting result and background contribution, respectively.


Figure 3.27: Invariant mass distribution of $p \pi^{-}$pairs reconstructed with the CDS. The $\Lambda$ peak was fitted with a Gaussian and a third-order polynomial background. The red solid curve and the blue dotted curve show the fitting result and background contribution, respectively.


Figure 3.28: The correlation between the peak position deviations of $K_{s}^{0}$ and $\Lambda$ from the PDG values and the CDS field. The center value of the CDS field is set to be 0.715 T .

### 3.5 Analysis of forward neutrons

### 3.5.1 Analysis method

A momentum of a forward neutral particle is measured by the time-of-flight method between T0 and the NC. The velocity of the forward particle can be expressed as,

$$
\begin{equation*}
\beta_{n c}=\frac{L_{\text {vertex }-N C}}{\left(T_{T 0-N C}^{\text {measured }}-T_{T 0-\text { vertex }}^{c a l c}\right) \times c} \tag{3.7}
\end{equation*}
$$

where, $L_{v e r t e x-N C}$ is the flight length between the hit position on the NC and the reaction vertex obtained by the BPC and the CDC as described in Sec. 3.4.3, $T_{T 0-N C}^{\text {measured }}$ is the measured flight time between T 0 and the NC, and $T_{T 0-\text { vertex }}^{c a l c}$ is the calculated time between T 0 and the vertex by using reconstructed beam momentum. The hit position on T 0 was obtained from an extrapolation of the BLC2 track, and the momentum decrease of the kaon beam due to the energy losses in the spectrometer materials were considered.

### 3.5.2 NC hit selection

To obtain the flight time of the neutral particle and its hit position on the NC, we selected the time-wise first-hit segment of the NC whose energy deposit was above the offline analysis threshold. The hit positions in the $x$ - and $z$-directions were defined as the center of the segment, and that in $y$-direction was evaluated from the time difference of the two PMT signals on both ends of the segment. To convert from the time difference to the $y$ position, we used the effective light propagation velocity of $14 \mathrm{~cm} / \mathrm{ns}$, which was measured with a ${ }^{90} \mathrm{Sr}$ checking source.

### 3.5.3 Charge removal

There were two scintillation counter arrays, the BVC and the CVC, between the target and the NC. To assure neutral-particle detection with the NC, no signal in the BVC and the CVC was required. The time range of the TDCs for those counters were set to 200 ns , whose full range was used for the simplicity to veto forward-going charged particles. The over veto efficiency is evaluated in Sec. 3.9.1.

### 3.5.4 $1 / \beta$ distribution

Figure 3.29 shows $1 / \beta$ distribution of the neutral particles without offline threshold of the energy deposit on the NC. Hardware-wise, we set the threshold of discriminators to around 0.5 MeVee . The distribution shows a distinct $\gamma$-ray peak at $1 / \beta=1$, with which we calibrated the relative time offset of the NC counters and the T 0 counters. In the slower velocity region, namely the larger $1 / \beta$ region, continuous distribution of neutrons can be seen. The TDCs used for the NC had 200 ns time ranges and we adjusted the start timing to detect the particles with $(-25,175) \mathrm{ns}$ offset to the gamma-ray TOF. It corresponds to down to $200 \mathrm{MeV} / \mathrm{c}$ neutrons. A peak structure around $1 / \beta=1.3$ is the so-called quasi-free peak attributed to the reactions of " $p$ " $\left(K^{-}, n\right) K_{s}^{0}$ and " $n$ " $\left(K^{-}, n\right) K^{-}$. Our interested region is between the $\gamma$-ray peak and the quasi-free peak, where a clear gap is observed. This shows the low background condition in our measurement. The accidental


Figure 3.29: $1 / \beta$ distribution of the forward neutral particles detected with the NC. Right hand side of the dotted vertical line is identified as neutrons, while the hatched area represents the $\gamma$ selection.
background yield can be directly evaluated with the strength of the left part of the $\gamma$-ray peak.

## Particle identification

The neutral particles with $1 / \beta>1.1$ were identified as neutrons, whereas gate for $\gamma$-rays were defined to be (0.9,1.1). Then, we can obtain the neutron momentum $p_{n}$ with the neutron mass $m_{n}$,

$$
\begin{equation*}
p_{n}=\frac{m_{n}}{\sqrt{\frac{1}{\beta^{2}}-1}} . \tag{3.8}
\end{equation*}
$$

Figure 3.31(left) shows the $1 / \beta$ distribution sliced in the various energy deposit regions. As naturally expected, the background contribution decreases with the higher energy deposit region. To quantitatively discuss this tendency, purity of the signal, $S /(S+B)$, is plotted as a function of energy deposit region in Fig. 3.31(right). Here we integrated the events in $1 / \beta=(1.15,1.35)$ as $S+B$ and the contribution of the accidental background $B$ was evaluated by fitting the spectrum in $1 / \beta=(0.6,0.9)$ with a constant function. We set the offline threshold to 8 MeVee where the purity almost saturates.


Figure 3.30: Distribution of the energy deposit on the NC and $1 / \beta$.


Figure 3.31: (left) Typical spectra with energy deposit slices. The horizontal lines shows the background level. Events in the hatched area were counted to derive the neutron purity. (right) Neutron purity dependence on the energy deposit. The offline analysis threshold was set to 8 MeVee as indicated with a red line.


Figure 3.32: Resolutions of (left) the $1 /$ beta and (right) the neutron momentum. The two curves correspond to the two independent assumptions in the resolution evaluation.

### 3.5.5 Momentum resolution

## Momentum dependence

The $1 / \beta$ resolution of the neutral particle can be decomposed as,

$$
\sigma_{\frac{1}{\beta}}\left(\frac{1}{\beta}\right)=\frac{1}{L_{\text {vertex }-N C}} \sqrt{\left(\frac{\sigma_{z}^{N C}}{\beta}\right)^{2}+\left(\left(\frac{1}{\beta}-\frac{1}{\beta_{\text {beam }}}\right) \cdot \sigma_{z}^{\text {vertex }}\right)^{2}+c^{2} \sigma_{t}^{2}} .
$$

The first term is a contribution from the uncertainty in the $z$ hit position of the NC. Assuming a uniform $z$ distribution of the hit position, $\sigma_{z}^{N C}=5 \mathrm{~cm} / \sqrt{12}=1.44 \mathrm{~cm}$ is obtained. The second term is caused by the uncertainty of the $z$-vertex position. The $z$-vertex resolution was evaluated to be $\sigma_{z}^{\text {vertex }}=0.7 \mathrm{~cm}$ in Sec. 3.4.6. The last term comes from the intrinsic time resolution of T 0 and the NC measured to be $\sim 110 \mathrm{ps}$ with cosmic-ray data.

However, the measured $\gamma$-ray resolution cannot be reproduced by those values. Other effects such as the uncertainty in the $x y$ position, the neutral particles not from the reaction point, and the distortion of the flight length by scatterings might contribute. Here we made two independent assumptions to reproduce the resolution: additional deteriorations of $\sigma_{t}$ or $\sigma_{z}^{n C}$. The former has no $\beta$ dependence, namely the time measurement had worse resolution for some reasons, while the latter has the $\beta$ dependence which comes from the uncertainty in the flight length measurement. The data can be reproduced by deteriorating $\sigma_{t}$ from 110 ps to 140 ps or $\sigma_{z}^{N C} \sim$ from 1.44 to 3 cm . The two cases were plotted in Fig. 3.32 for the $1 / \beta$ and the neutron momentum resolutions. We adopted the mean of the two lines as the resolutions for the current analysis, and the deviation was considered as a systematic error. The neutron momentum resolution at $K^{-} p p$ binding threshold ( $\sim 1.2$ $\mathrm{GeV} / c$ ) was evaluated to be $8.0 \pm 0.4 \mathrm{MeV} / c$.


Figure 3.33: Run dependence of (top) the $\gamma$-ray peak position and (bottom) its resolution.

## Stability and uniformity

The $\gamma$-ray peak position and its resolution were stable during the experiment as shown in Fig. 3.33. We also checked the uniformity of the 112 segments. Figure 3.34 shows all the segment in the NC worked and calibrated fine.

### 3.6 Missing mass resolution

The missing mass resolution $\sigma_{M_{X}}$ of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction is expressed as,

$$
\begin{equation*}
\sigma_{M_{X}}=c \times \sqrt{\left(\frac{\partial M_{X}}{\partial p_{\text {beam }}}\right)^{2}\left(\sigma_{p}^{\text {beam }}\right)^{2}+\left(\frac{\partial M_{X}}{\partial p_{\text {neutron }}}\right)^{2}\left(\sigma_{p}^{\text {neutron }}\right)^{2}}, \tag{3.9}
\end{equation*}
$$

where $\sigma_{p}^{\text {beam }}$ and $\sigma_{p}^{\text {neutron }}$ are the momentum resolutions of the kaon beam and the forwardgoing neutron, respectively. The contribution of the reaction-angle resolution is not considered since it is negligibly small ( $<7 \mathrm{mrad}$ ). The momentum resolution of the kaon beam is $2.0 \pm 0.5 \mathrm{MeV} / \mathrm{c}$ as discussed in Sec. 3.3.4 and that of the neutron is discussed in Sec. 3.5.5. The missing mass resolution at the reaction angle of 0 degree with the beam momentum of $1 \mathrm{GeV} / \mathrm{c}$ is shown in Fig. 3.35. The resolution satisfied our experimental requirement of $\sim 10 \mathrm{MeV} / c^{2}$ resolution at the region of interest.


Figure 3.34: NC segment dependence of (top) the $\gamma$-ray peak position and (bottom) its resolution. The hatched areas represent the difference of the NC layers.


Figure 3.35: Missing mass resolution of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction. The vertical dotted line and the hatched area represent the $K^{-} p p$ binding threshold and the region of interest, respectively.

### 3.7 Precision of the missing mass scale

To determine absolute missing mass scale of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction, the beam momentum was calibrated at first by the forward-proton spectrometer as described in Sec. 3.3.4. Then the neutron momentum was evaluated by reconstructing the invariant masses of $\Sigma^{ \pm} \rightarrow n \pi^{ \pm}$decays. In addition, we checked the the residual-nucleus peaks in the missing masses of ${ }^{3} \mathrm{He}\left(K^{-}, n K_{s}^{0}\right) d,{ }^{3} \mathrm{He}\left(K^{-}, n p K^{-}\right) p$, and ${ }^{3} \mathrm{He}\left(K^{-}, n p \pi^{+} \pi^{-}\right) n$ reactions. In these studies, the neutron and the charged particles were measured with the NC and the CDS, respectively.

### 3.7.1 Reconstruction of the $\Sigma$ s and the residual nucleus

## $\Sigma$ reconstruction

The $\Sigma^{ \pm}$hyperons are mainly produced by quasi-free processes of $K^{-}+p \rightarrow \pi^{\mp} \Sigma^{ \pm}$. The forward-going $\Sigma \mathrm{s}$ were reconstructed by detecting $\Sigma^{ \pm} \rightarrow \pi^{ \pm} n$ decays, where the pion and the neutron were measured with the CDS and the NC, respectively. The reconstructed $\pi^{ \pm} n$ invariant mass distributions are shown in Fig. 3.36, where $\Sigma^{ \pm}$peaks are clearly identified. Since two pions are emitted from the $K^{-}+p \rightarrow \pi^{\mp} \Sigma^{ \pm}$reactions, the signal-to-noise ratios of the $\Sigma^{ \pm}$would increase by requiring an additional pion. Red histograms in Fig. 3.36 are the $n \pi^{ \pm}$invariant mass spectra with the two pion selection, and we evaluated the peak position of the $\Sigma^{ \pm}$using the histograms. Since the neutron momentum from $\Sigma$ decay has wide distribution with rather large statistics, the peak positions were evaluated for five ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass ranges; (2.27,2.37), (2.37,2.47), (2.47,2.57), (2.57,2.67), and


Figure 3.36: Invariant mass distributions of (left) $n \pi^{+}$and (right) $n \pi^{-}$. The red histograms require $n \pi^{+} \pi^{-}$detection and the ${ }^{3} \mathrm{He}\left(K^{-}, n \pi \pi\right) X$ missing mass to be consistent with a deuteron. They are scaled by factor two.
(2.67,2.77) GeV/ $c^{2}$.

## Spectator deuteron in quasi-free $K_{s}^{0}$ production

In the quasi-free reactions on a proton in the ${ }^{3} \mathrm{He}$ target, the spectator is a deuteron or a pair of a neutron and a proton. Especially in the quasi-free $K_{s}^{0}$ production, $K^{-}+p \rightarrow K_{s}^{0}+$ $n$, we can easily identify the spectator by using the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$decay and the forwardgoing neutron detected with the CDS and the NC, respectively. As shown in Fig. 3.37(left), clear strength around the deuteron mass can be seen in the ${ }^{3} \mathrm{He}\left(K^{-}, n K_{s}^{0}\right) X$ missing mass. By requesting the small missing-momentum, we can enhance deuteron spectator events from the contaminations, where a neutron and a proton are unbound. Figure 3.37(right) is the ${ }^{3} \mathrm{He}\left(K^{-}, n K_{s}^{0}\right) X$ missing-mass distribution with the missing momentum less than $150 \mathrm{MeV} / c$, and the peak position corresponding to deuteron mass was evaluated using the histogram.

Spectator proton and neutron in multi-nucleon absorption( or two-step) processes

We measured multi-nucleon absorption (or two-step) processes whose final-state particles were a proton and charged mesons detected with the CDS and neutron detected with the NC. Among them, the missing mass distribution of the ${ }^{3} \mathrm{He}\left(K^{-}, n p K^{-}\right) X$ and ${ }^{3} \mathrm{He}\left(K^{-}, n p \pi^{+} \pi^{-}\right) X$ reactions are shown in Fig. 3.38(left) and 3.39(left), respectively. The spectator proton and neutron are clearly seen in the figures, and we evaluated the missing mass scale using the peaks of spectators. Fig. 3.38(right) and 3.39(right) show the ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing mass distributions for those events.


Figure 3.37: (left) Correlation between the missing momentum and the missing mass in the ${ }^{3} \mathrm{He}\left(K^{-}, n K_{s}^{0}\right) X$ reaction. (right) The missing-mass distribution with the missing momentum of less than $150 \mathrm{MeV} / c$, which is indicated as a red-dotted line in the left figure. The spectator deuteron peak was fitted with a Gaussian.


Figure 3.38: (left) ${ }^{3} \mathrm{He}\left(K^{-}, n p K^{-}\right) X$ missing-mass distribution with the missing momentum of less than $150 \mathrm{MeV} /$ c. The spectator proton peak was fitted with a Gaussian. (right) ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass distribution corresponding to the left histogram. The distribution was roughly parametrized by a Gaussian.


Figure 3.39: (left) ${ }^{3} \mathrm{He}\left(K^{-}, n p \pi^{+} \pi^{-}\right) X$ missing-mass distribution. The spectator neutron peak was fitted with a Gaussian. (right) ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass distribution corresponding to the left histogram. The distribution was roughly parametrized by a Gaussian.

### 3.7.2 Precision of the absolute missing mass scale

Centroids of above five peaks were obtained in the spectral fitting, and ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass dependences of their deviations from the PDG masses are shown in Fig. 3.40. All of the centroids are consistent with the PDG values within $3 \mathrm{MeV} / c^{2}$. Therefore, the validity of the absolute missing-mass scale was confirmed with the systematic error of $3 \mathrm{MeV} / c^{2}$.

### 3.8 Absolute detection efficiency of the NC

For the normalization of the neutron spectrum, the absolute detection efficiency of the NC is the most important one. In this section we evaluate the absolute efficiency with quasifree $K^{0}$ production events. Note that the momentum dependence of the neutron reaction cross section is known to be almost flat in the region of interest as described in Sec. A.3.1, and thus we do not consider the momentum dependence in the present analysis.

### 3.8.1 $\quad K_{s}^{0}$ quasi-free charge-exchange production

We consider the $K_{s}^{0}$ charge-exchange production,

$$
\begin{align*}
K^{-}+{ }^{3} \mathrm{He} \rightarrow & K_{s}^{0}+n+d_{s}  \tag{3.10}\\
& K_{s}^{0} \rightarrow \pi^{+}+\pi^{-}, \tag{3.11}
\end{align*}
$$

where $d_{s}$ is a spectator deuteron. By detecting the $K_{s}^{0}$ with the CDS, the neutron trajectory can be obtained in terms of missing momentum, and thus we can obtain the neutron


Figure 3.40: ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass dependences of the mass deviations between the reconstructed values and the PDG ones for each particle. The signs for the $\Sigma$ s are inverted.
flux on the NC to evaluate the neutron detection efficiency. The momentum of the forwardgoing neutron in this reaction is about $1.1 \mathrm{GeV} / c$, which is close to the region of interest. Therefore, this procedure is suitable to evaluate the detection efficiency of the NC.

### 3.8.2 $K_{s}^{0}$ selection in the CDS

We analyzed the CDS data to obtain the $K_{s}^{0}$ event at first. Here the $K \otimes C D H 2$ trigger data was used to avoid bias from the forward counters. Figure 3.41 (left) shows the reconstructed $\pi^{+} \pi^{-}$invariant-mass spectrum, where the $K_{s}^{0}$ signal region was defined by $\pm 2 \sigma$ of the peak ( $0.485<\operatorname{IM}\left(\pi^{+} \pi^{-}\right)<0.512$ ). By selecting the $K_{s}^{0}$ region, the missing-mass distribution of the $p\left(K^{-}, K_{s}^{0}\right) X$ was obtained as shown in Fig. 3.41(right). In the figure, we can identify the missing neutron peak broadened by the Fermi motion in ${ }^{3} \mathrm{He}$. We selected the missing neutrons by $\pm 2 \sigma$ of the peak $\left(0.80<\mathrm{MM}<1.08 \mathrm{GeV} / c^{2}\right)$. To evaluate the background distribution in the missing-mass distribution, we difined sideband regions in the $\pi^{+} \pi^{-}$ invariant mass; the left side is the region from 0.443 to $0.467 \mathrm{GeV} / c^{2}$, and the right one is from 0.524 to $0.548 \mathrm{GeV} / c^{2}$ as shown in Fig. 3.41(left).

## Background evaluation

To extract the signal of the quasi-free reaction (3.7) from the missing mass of the $p\left(K^{-}, K_{s}^{0}\right) X$, we evaluated the backgrounds which mainly consists of non-resonant background of $\pi^{+} \pi^{-}$, and pion associated reactions. The non-resonant background was obtained with the average of the sideband regions, and the pion associated reactions, such as $K^{-} p \rightarrow \pi^{0} K_{s}^{0} n$, were evaluated by the simulation. Figure 3.42 (left) shows a typical decomposition of the $p\left(K^{-}, K_{s}^{0}\right) X$ missing-mass distribution.


Figure 3.41: (left) $\pi^{+} \pi^{-}$invariant mass-distribution. The $K_{s}^{0}$ selection is shown with the black hatch, while sideband regions are defined as the blue and the red hatches. (right) $\left(K^{-}, \pi^{+} \pi^{-}\right) X$ missing-mass distribution assuming stopped proton target. The black histogram represents the $K_{s}^{0}$ events and the blue and the red histograms represent sideband events.


Figure 3.42: (left) Typical decomposition of the $\mathrm{p}\left(K^{-}, \pi^{+} \pi^{-}\right) \mathrm{X}$ missing-mass spectrum. The red hatched area is selected as missing neutron event. (right) Simulated position distribution of the neutron on the NC plane when the missing momentum is extrapolated to inside the blue box. The back dotted box represents the NC size.


Figure 3.43: (left) Definitions of the NC selection regions. (right) Simulated NC hit ratio $R$ when the missing momentum of the neutron is extrapolated to inside the defined region.

### 3.8.3 Trajectory of the missing neutron

The expected NC hit-position can be obtained by extrapolating the missing momentum of $p\left(K^{-}, K_{s}^{0}\right) X$. However, we have a large uncertainty of the missing momentum of the neutron mainly due to the Fermi motion in ${ }^{3} \mathrm{He}$. We evaluated this effect by using the simulation, and obtained the position uncertainty of the extrapolated trajectory on the NC to be $\sim 1 \mathrm{~m}$ as shown in Fig. 3.42(right). With the simulation, the ratio of the NC incident events to the position-matched events, $R$, was also obtained for several regions on the NC defined in Fig. 3.43(left). Figure 3.43(right) shows the obtained ratio, where $10 \%$ systematic error arise from the uncertainties in the missing-momentum resolution of the $p\left(K^{-}, K_{s}^{0}\right) X$ reaction and the contamination of $\left(p_{s}+n_{s}\right)$ events.

### 3.8.4 Selection of the NC signal

The neutron associated in the reaction (3.10) was identified by calculating a missing mass of ${ }^{3} \mathrm{He}\left(K^{-}, n K_{s}^{0}\right) \mathrm{X}$, where X should be a spectator deuteron. In the missing-mass distribution, a clear peak of the deuteron can be seen as shown in Figure 3.44(left). We selected the deuteron to subtract the contamination from the pion associated reactions in the neutron-detected events.

### 3.8.5 Detection efficiency

Then the neutron detection efficiency of the NC can be evaluated with the event numbers obtained in above analysis procedure,

$$
\begin{aligned}
\epsilon_{N C} & =\frac{\text { Number of fired neutron in the NC }}{\text { Number of neutron on the NC }} \\
& =\frac{N_{\text {neutron }}^{K_{s}^{0}} N_{\text {neutrond }}^{\text {sideband }}}{\left(N_{\text {miss } N}^{K 0}-N_{\text {misss }}^{\text {sideand }}-N_{\text {miss }}^{\text {Kis. }}\right) \times R \times \epsilon_{\text {over veto }}^{B V C \cup C V C}},
\end{aligned}
$$



Figure 3.44: (left) ${ }^{3} \mathrm{He}\left(K^{-}, n K_{s}^{0}\right) \mathrm{X}$ missing-mass spectrum. Selection region of the missing deuteron is defined with the two red dotted lines. (right) NC detection efficiency for the NC selection regions.
where $N_{\text {miss } N}^{K_{s}^{0}}, N_{\text {missN }}^{s i d e b a n d}$, and $N_{m i s s N}^{\pi K_{s}^{0}}$ are the numbers of the position-matched missingneutron events in the $K_{s}^{0}$ region, the non-resonant background, and the pion associated reactions, respectively, and $N_{\text {neutron }}^{K_{s}^{0}}$ and $N_{\text {neutron }}^{\text {sideband }}$ are the number of the detected neutrons associated to the reaction 3.10 in the the $K_{s}^{0}$ region and the non-resonant background, respectively. $\epsilon_{\text {over veto }}^{B V C U C V C}$ is the neutron over veto efficiency described in Sec. 3.9.1. The obtained efficiencies are stable against the NC selection regions as shown in Fig. 3.44(right). We adopted the average value in the NC selection $2 \sim 5$ as the NC detection efficiency. Since the 4 values are not independent, the statistical error was determined conservatively by employing maximum one among the four. In addition, we evaluated the systematic error from the uncertainty in $R$. Then, the detection efficiency is

$$
\epsilon_{N C}=0.23 \pm 0.03(\text { stat. }) \pm 0.02 \text { (syst.). }
$$

### 3.9 Normalization factors for cross-section evaluation

The double differential cross section of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right) \mathrm{X}$ reaction is,

$$
\begin{align*}
\frac{d N}{d M}= & \frac{d^{2} \sigma}{d \Omega d M} \cdot L \cdot \epsilon_{\text {vertex }} \cdot\left(1-f_{\text {abs }}^{n}\right) \\
& \cdot \epsilon_{N C} \cdot\left(1-\epsilon_{\text {over veto }}^{B V C \cup C V C}\right) \cdot A_{N C} \cdot A_{C D S} \cdot \epsilon_{D A Q} \cdot \epsilon_{\text {trig }}, \tag{3.12}
\end{align*}
$$

where $\frac{d N}{d M}$ is the observed missing mass distribution, $\epsilon_{v e r t e x}$ is the vertex reconstruction efficiency with taking account of expected track number in the $\mathrm{CDC}, \epsilon_{\text {over veto }}^{B V C V C}$ is the neutron over veto efficiency by the BVC and the CVC, $f_{a b s}^{n}$ is a neutron absorption factor,

Table 3.3: Summary of the normalization factors and the systematic uncertainties for the neutron yield.

|  | value | relative error (\%) |
| :--- | :--- | :---: |
| Luminosity $L\left(\mu \mathrm{~b}^{-1}\right)$ | 540 | 1.9 |
| $\epsilon_{\text {vertex }}$ | 0.98 | 2 |
| $1-f_{\text {abs }}^{n}$ | 0.946 | 1 |
| $\epsilon_{N C}$ | 0.23 | 16.5 |
| $1-\epsilon_{\text {over }}^{\text {BVCto }}$ veVC | 0.922 | 0.2 |
| $A_{N C}(\mathrm{msr})$ | 22.1 | 1 |
| $\epsilon_{D A Q}$ | 0.815 | 0.9 |
| $\epsilon_{\text {trig }}$ | 0.983 | 0.1 |
| total | 16.9 |  |

$A_{N C}$ is the geometrical acceptance of the NC and $A_{C D S}$ is the CDS tagging acceptance, namely the probability of having at least one charged particle within the CDS acceptance. These factors are discussed in the following subsections. The integral luminosity $L$, the neutron detection efficiency $\epsilon_{N C}$, the live rate of the data acquisition system $\epsilon_{D A Q}$, and the trigger efficiency $\epsilon_{\text {trig }}$ are evaluated in Sec. 3.3.6, Sec. 3.8, Sec. 2.11.4, and Sec. 2.11.3, respectively.

Note that $A_{C D S}$ depends on the reaction channel, while other values are assumed to be common to all the reactions.

### 3.9.1 Neutron over veto efficiency

Some neutron events were over vetoed by the BVC and/or the CVC mainly due to the accidental coincidence of the beam-pileup events. The over veto efficiency was evaluated using neutrons at the quasi-free peak, $\beta=(1.25,1.3)$. The neutrons were identified with the NC only, where the first layer of the NC was used as the charged veto. The veto gate was set to $(-10,10) \mathrm{ns}$ with respect to the quasi-free peak. Then, the event reduction rates were evaluated by applying vetoes with the BVC and/or the CVC. The obtained over veto efficiencies were,

$$
\begin{aligned}
\epsilon_{\text {over veto }}^{B V C} & =4.9 \pm 0.2 \%, \\
\epsilon_{\text {over veto }}^{\text {CVC }} & =3.4 \pm 0.2 \%, \\
\epsilon_{\text {over veto }}^{B V C U C V C} & =7.8 \pm 0.2 \%,
\end{aligned}
$$

where $\epsilon_{\text {over veto }}^{B V C}, \epsilon_{\text {over veto }}^{C V C}$, and $\epsilon_{\text {over veto }}^{B V C \cup C V C}$ are the over veto efficiency by the BVC, by the CVC, and by both the BVC and the CVC, respectively. The errors are statistical ones.

### 3.9.2 Determination of threshold on the energy deposit

Figure 3.30 shows the correlation between the energy deposit on the selected segment of the NC and $1 / \beta$. Accidental events are concentrated in the small energy deposit region, while the fast neutrons give rather large energy deposit. Since reduction of the accidental
background is essential to search for a tiny signal of the $K^{-} p p$ state, we studied the software threshold dependence of the energy deposit.

### 3.9.3 Vertex reconstruction efficiency

The vertex reconstruction efficiency was obtained by taking account of the track multiplicity in the CDS and the tracking efficiency of the CDC track. The vertex reconstruction efficiency $\epsilon_{v e r t e x}$ was calculated as

$$
\epsilon_{\text {vertex }}=\sum_{n=1}^{6} R_{n} \cdot\left(1-\left(1-\epsilon_{C D C}\right)^{n}\right),
$$

where $R_{n}$ is the ratio of the CDC track multiplicity n obtained from the track multiplicity distribution as shown in Fig. 3.17(left), and $\epsilon_{C D C}$ is the tracking efficiency of the CDC evaluated in Sec. 3.4.6. The error was evaluated by propagating the error of $\epsilon_{C D C}$. The obtained efficiency is $\epsilon_{\text {vertex }}=0.98 \pm 0.02$. Although $R_{n}$ was underestimated by not taking into account the CDC tracking efficiecny, its effect to the obtained efficiency $\epsilon_{\text {vertex }}$ is negligibly small.

### 3.9.4 Neutron absorption between the target and the NC

A small fraction of forward neutrons react with the materials between the target and the NC. Such neutrons are expected to be scattered out of the NC acceptance, or to produce charged particles to be vetoed. Therefore, they are not detected with the NC.

From the thickness of the NC $\left(\sim 36 \mathrm{~g} / \mathrm{cm}^{2}\right)$ and the obtained NC detection efficiency, an effective attenuation coefficient of neutrons around $1 \mathrm{GeV} / c$ is estimated to be $\sim 125 \mathrm{~g} / \mathrm{cm}^{2}$. The total material thickness between the target and the $N C$ is $\sim 7 \mathrm{~g} / \mathrm{cm}^{2}$ as summarized in Table 2.10. Therefore, about $5 \%$ neutrons are lost before the NC. The associated error was the same as that of the NC detection efficiency. Note that the difference of the reaction cross section in the different materials was not considered in this evaluation.

### 3.9.5 NC geometrical Acceptance

The geometrical acceptance of the NC was obtained to be 22.1 msr with the NC size of 3.2 m (horizontal) $\times 1.5 \mathrm{~m}$ (vertical) and the distance of 14.73 m between the center of the fiducial volume and the first layer of the NC. The uncertainty due to the vertex distribution in the fiducial volume was evaluated to be $1 \%$ at maximum.

### 3.9.6 Summary of the systematical uncertainty

We evaluated the systematic uncertainty in the missing mass scale to be $3 \mathrm{MeV} / \mathrm{c}^{2}$ as described in Sec. 3.7. As for the systematic uncertainty of the neutron yield from the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction, a quadratic sum of the errors associated to Eq. (3.12) was adopted. The calculated value is $16.8 \%$, where the uncertainty of the NC detection efficiency is dominant. The normalization factors and the systematic uncertainties for the neutron yield are summarized in Table 3.3.

## Chapter 4

## Results and Discussions

In this chapter, the neutron missing mass spectrum of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction is discussed. The spectrum is presented in Sec. 4.1. Then, after taking account of the experimental effects and known elementally processes, we find a statistically significant unknown-excess exists just below the $K^{-} p p$ binding threshold as described in Sec. 4.2. The possible explanations of the unknown excess are discussed in the Sec. 4.3. We consider the contributions from two- and three-nucleon absorption processes, and the $K^{-} p p$ bound state. We also derive upper limits for the formation cross sections of the deeply bound $K^{-} p p$ state with more than 90 MeV binding energy in Sec. 4.4.

### 4.1 The obtained neutron spectrum

### 4.1.1 Neutron semi-inclusive spectrum

Figure 4.1 shows the $1 / \beta$ distribution, the neutron momentum distribution and the missingmass distribution of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction with the final event selection. The kaon beam was analyzed and selected as described in Sec. 3.3, and the forward neutron momentum was evaluated as given in Sec. 3.5.

We required at least one charged track reconstructed with the $\mathrm{CDS}^{1}$, and the reconstructed vertex to be inside of the fiducial volume defined as described in Sec. 3.4. Therefore, the spectra in Fig. 4.1 are not inclusive ones but somehow distorted by the CDS acceptance of charged-track tagging, $A_{C D S}$, which is limited from 54 to 126 degrees in the polar angle. We call them semi-inclusive spectra, and thus we should be careful when the spectra are compared with theoretical ones, which are purely inclusive ones in most cases.

### 4.1.2 Normalized neutron semi-inclusive spectrum

Using the normalization factors summarized in Table 3.3, the normalized missing-mass spectrum of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction at $\theta_{\text {lab }}=0^{\circ}$ is obtained as shown in Fig. 4.2. Note that since $A_{C D S}$ depends on each reaction process, the spectrum is not corrected by $A_{C D S}$.
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Figure 4.1: (top) $1 / \beta$ spectrum of the neutral particles. The green line represents the accidental background evaluated by fitting the spectrum from 0.6 to 0.9 with a constant function. (middle) Neutron momentum spectrum. (bottom) Neutron missing-mass spectrum. The green lines were analytically converted from that in the $1 / \beta$ spectrum. The red dotted line in the missing mass spectrum represents the $K^{-} p p$ binding threshold.


Figure 4.2: Normalized neutron spectrum. The CDS acceptance of the charged track tagging, $A_{C D S}$, is not corrected.

The spectrum shows a clear peak around $2.4 \mathrm{GeV} / c^{2}$, which is attributed to the quasifree reactions as expected, however, a certain amount of events is observed as a tail structure below the $K^{-} p p$ binding threshold.

In the following section, we evaluate contributions in the tail structure of experimental effects, such as the detector resolution and the accidental background, and then investigate whether well-known elementally processes can reproduce the tail structure.

### 4.2 Tail structure below the threshold

### 4.2.1 Experimental effects

## Detector resolution

To directly show that the tail structure below the threshold is not caused by the experimental resolution, we compared the spectrum with a $K_{s}^{0}$-tagged one. Here the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$ decays are reconstructed with the CDS and selected as described in Sec. 3.4.8. Figure 4.3 shows the comparison between the two spectra. The peak structure of the $K_{s}^{0}$-tagged spectrum is associated to the charge-exchange reaction,

$$
\begin{equation*}
K^{-}+{ }^{3} \mathrm{He} \quad \rightarrow \quad K^{0}+n+d_{s} . \tag{4.1}
\end{equation*}
$$

Considering that the spectator nucleus is a deuteron $\left(d_{s}\right)$ or a pair of a neutron and a proton, the missing mass of ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ must not be smaller than the sum of the


Figure 4.3: Comparison between the ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass and the $K_{s}^{0}$-tagged one. The red histogram represents the $K_{s}^{0}$-tagged spectrum with a scale factor of 8 . The dotted line represents the $K^{-} p p$ binding threshold. The inset histogram shows the $K_{s}^{0}$ selection region in the $\pi^{+} \pi^{-}$invariant-mass spectrum with a requirement of neutron detection.
$K^{0}$ and the deuteron masses, which is almost equivalent to the $K^{-}+p+p$ mass. The continuum in the $K_{s}^{0}$ tagged spectrum is mainly contributed from $\Lambda(1520)$ production via its decay into $K_{s}^{0} n$, and $K^{0}$ production with an associated pion, such as,

$$
\begin{align*}
K^{-}+{ }^{3} \mathrm{He} \rightarrow & \Lambda(1520)+\pi^{0}+d_{s},  \tag{4.2}\\
& \Lambda(1520) \rightarrow K_{s}^{0}+n, \\
K^{-}+{ }^{3} \mathrm{He} \rightarrow & K^{0}+\pi^{0}+n+d_{s}, \tag{4.3}
\end{align*}
$$

whose missing-mass of ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ should be located at larger than the sum of the pion, the $K^{0}$ and the deuteron masses.

The $K_{s}^{0}$-tagged spectrum actually rises at the $K^{-} p p$ binding threshold and has few events in the bound region. Therefore, it is the direct evidence that the tail structure cannot be explained by the broadening of the quasi-free peak due to the detector resolution.

## Contamination from the material around the target

As shown in Fig. 3.25, we recorded the production data of not only the $K^{-}{ }^{3} \mathrm{He}$ reaction but also reactions between the kaon and other materials, such as the target cell and the helium transfer pipes. Due to the finite vertex resolution, other reactions than the $K^{-}$${ }^{3} \mathrm{He}$ should contaminated in the fiducial-volume selection, especially when the vertex is reconstructed using one charged particle from the $K^{0} / \Lambda / \Sigma$ decays. To investigate the contamination, we performed the empty-target run with the same detector setup as the production run.


Figure 4.4: Comparison between the ${ }^{3} \mathrm{He}$ target data and the empty-target one. The empty-target data is normalized by the kaon flux.

The empty-target data was analyzed exactly in the same way as the ${ }^{3} \mathrm{He}$ run including the vertex selection criteria. The spectrum is compared with the ${ }^{3} \mathrm{He}$ data as shown in Fig. 4.4. The empty-target spectrum is scaled by factor $\sim 10$, since the accumulated data was about $\sim 10 \%$ of the production run with ${ }^{3} \mathrm{He}$ target on the basis of the number of the incident beam kaon. The contribution from other materials than ${ }^{3} \mathrm{He}$ was evaluated to be less than $10 \%$ of ${ }^{3} \mathrm{He}$ events in the bound region.

## Continuous background

The yield of the purely accidental background can be assumed to be time constant and thus estimated from the $1 / \beta$ spectrum as shown in Fig. 4.1. However, the time-constant background is not enough to explain the yield even in unphysical region below the $\Lambda N$-mass threshold at $2054 \mathrm{MeV} / c^{2}$ in the missing mass spectrum as shown with green dotted line in Fig. 4.5. To reproduce the yield in the unphysical region, we evaluate the background using an additional background whose shape is naturally expected to be smooth as an extrapolation from below the $\Lambda N$ threshold. Here we assume the continuous background is dominant at below $2.29 \mathrm{GeV} / c^{2}$, where no specific structures are expected. At above $2.29 \mathrm{GeV} / c^{2}$, the $Y^{*} N$ branches of non-mesonic two-nucleon absorption processes may contribute as discussed in Sec. 4.3.1.

We consider three shapes of the continuous background. The first one is assumed to be a purely time-constant distribution. The yield is determined by fitting the missing-mass spectrum with the time-constant background obtained with the $1 / \beta$ spectrum. The second one is a combination of the time-constant background in $1 / \beta$ and a constant function in the missing-mass spectrum. The third one is similar to the second one but we employ a


Figure 4.5: Continuous background defined by the 3 types of assumptions.
second-order polynomial function instead of the constant function. Their parameters are determined by fitting the the spectrum from $1.5 \mathrm{GeV} / c^{2}$ to $2.29 \mathrm{GeV} / c^{2}$. The resultant background shapes are shown in Fig. 4.5. In the binding region, the background yield is evaluated to be less than $10 \%$ of the total using any background.

In summary, it is found that any experimental effect cannot explain the observed tail structure below the $K^{-} p p$ threshold; the tail structure cannot be reproduced by the detector resolution, the contamination from other materials than the target ${ }^{3} \mathrm{He}$, and the continuous backgrounds extrapolated from the unphysical region.

### 4.2.2 Contribution from the known single nucleon processes

Now we consider known kaon-induced reactions from the previous experiments. Since there is very little information about the $K^{-}+{ }^{3} \mathrm{He}$ reaction, direct comparison with previous data on the reaction is impossible. Instead, we examine the obtained missing-mass spectrum of ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ using well-known elementally reactions of $K^{-}+p$ and $K^{-}+n$, which were measured mainly by hydrogen and deuterium bubble chamber experiments as the results are summarized in Table A. 1 and A.2. In the deuterium bubble chamber experiments, some two-nucleon absorption reaction (2NA) processes, such as $K^{-}+d \rightarrow \Lambda(1405)+n$, were also observed. However, we focus on well-established elementally processes, i.e., single-nucleon ones. Discussion about the possible 2NA contributions is given in Sec. 4.3.1.

Figure 4.6 shows the simulated neutron-spectrum for the known single-nucleon processes. They were generated by taking account of angular distributions of the reactions and the Fermi motion in ${ }^{3} \mathrm{He}$ (see Fig. A.1). We simply assumed the total cross-section of
the $K^{-}{ }^{3} \mathrm{He}$ reaction to be

$$
\begin{equation*}
\sigma_{K^{-3} H e}=2 \times \sigma_{K^{-} p}+\sigma_{K^{-}}, \tag{4.4}
\end{equation*}
$$

where $\sigma_{K^{-3}{ }_{\mathrm{H}}}, \sigma_{K^{-} p}$, and $\sigma_{K^{-}}$are the total cross-sections of $K^{-}{ }^{3} \mathrm{He}, \mathrm{p}$, and n reactions, respectively. Then we analyzed the simulated data in the same way as the experimental data. Details of the simulation can be found in Appendix A.

The main features of the spectrum in Fig. 4.6 are a peak structure just above the threshold and a bump structure in the larger missing mass region. These are qualitatively similar to the experimental spectrum (Fig. 4.2) ${ }^{2}$. The peak structure is so-called a quasifree peak, which is composed of $K^{-}$elastic reaction and charge exchange reaction as:

$$
\begin{aligned}
& K^{-}+{ }^{3} \mathrm{He} \rightarrow K^{-}+n+p_{s}+p_{s} \\
& K^{-}+{ }^{3} \mathrm{He} \rightarrow K^{0}+n+d_{s}\left(p_{s}+n_{s}\right)
\end{aligned}
$$

The contribution of these reactions to the $K^{-} p p$ bound region is not kinematically allowed as discussed in Sec. 4.2.1. The bump structure is mainly due to hyperon decays. Among them, only a decay neutron from $\Lambda$ and $\Sigma$ productions with one associated pion is kinematically allowed to produce fast neutrons which can contribute to the bound region. However, for the $\Lambda$ case such as,

$$
\begin{aligned}
K^{-}+{ }^{3} \mathrm{He} \rightarrow & \Lambda+\pi^{0}+d_{s}\left(p_{s}+n_{s}\right), \\
& \Lambda \rightarrow n+\pi^{0} \\
K^{-}+{ }^{3} \mathrm{He} \rightarrow & \Lambda+\pi^{-}+p_{s}+p_{s} \\
& \Lambda \rightarrow n+\pi^{0}
\end{aligned}
$$

the simulation result shows the charged pion as well as the neutral one cannot be kinematically detected with the CDS in coincidence with the detection of the decay neutron with the NC. Therefore, such $\Lambda$ productions are expected not to contribute to the semi-inclusive ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass spectrum.

In summary, it is found that only $\Sigma$ productions with one associated pion can contribute to the bound region. The contribution from these reactions is discussed in detail in the next section.

### 4.2.3 Contribution from $\Sigma$ decays

Among the elementally processes, only $\Sigma$ productions with one associated pion are kinematically allowed to contribute to the bound region via their weak decays,

$$
\begin{align*}
K^{-}+{ }^{3} \mathrm{He} \rightarrow & \Sigma^{ \pm}+\pi_{\text {prod }}^{\mp}+d_{s}\left(p_{s}+n_{s}\right),  \tag{4.5}\\
& \Sigma^{ \pm} \rightarrow n+\pi_{\text {decay }}^{ \pm}, \\
K^{-}+{ }^{3} \mathrm{He} \rightarrow & \Sigma^{-}+\pi_{\text {prod }}^{0}+p_{s}+p_{s},  \tag{4.6}\\
& \Sigma^{-} \rightarrow n+\pi_{\text {decay }}^{-},
\end{align*}
$$
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Figure 4.6: Simulated neutron spectrum with the known elementally processes.
where $\pi_{\text {prod }}$ and $\pi_{\text {decay }}$ denote the associated pion in the reactions and the decay pion from $\Sigma$, respectively. The $\Sigma$ decays are reconstructed from the forward-going neutron detected with the NC and the $\pi_{\text {decay }}$ detected with the CDS as shown in Fig. 3.36. In particular, a fast neutron is generated as a decay product of forward-going $\Sigma$ in these reactions. In such case, $\pi_{p r o d}$ is mostly emitted backward and often out of the CDS acceptance, while at least one of $\pi_{\text {prod }}$ and $\pi_{\text {decay }}$ must be detected with the CDS to be triggered. Therefore the $\Sigma$ reconstruction efficiency $\epsilon_{\text {reconstruct }}^{\Sigma}$, which is defined as,
$\epsilon_{\text {reconstruct }}^{\Sigma}=\frac{\text { (Number of reconstructed } \Sigma \mathrm{s} \text { with neutrons in the bound region) }}{\text { (Number of reconstructed neutrons in the bound region from } \Sigma \text { decays) }}$
is expected to be rather high.
In the following, the $\Sigma$-decay contribution to the bound region is evaluated using the experimental data with $\epsilon_{\text {reconstruct }}^{\Sigma}$ obtained by the simulation.

## $\Sigma$ reconstruction efficiency

A realistic evaluation of the efficiency $\epsilon_{\text {reconstruct }}^{\Sigma}$ was performed in the same frame work of the simulation described in Sec. 4.2.2. Figure 4.7 (left) shows the simulated correlation between the $\pi_{\text {decay }}$ (not required to be detected) angle in the laboratory system and the neutron missing mass when the neutron is detected with the NC. Most of fast-neutron events, corresponding to the missing-mass of below the $K^{-} p p$ binding threshold, involve $\pi_{\text {decay }}$ of within the CDH acceptance, $\left|\cos \theta_{\pi_{\text {decay }}}\right|<\sim 0.6$. Figure 4.7 (right) shows the angular distribution of $\pi_{\text {decay }}$ with requiring the decay neutron to be detected with the NC and its missing mass of ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ to be smaller than the $K^{-} p p$ binding threshold. In the figure, the black, red, and blue histograms represent the generated, the charged-particle


Figure 4.7: (left) Simulated correlation between the $\pi_{\text {decay }}$ angle and the neutron missingmass in the $\Sigma$ productions. The dotted red line represents the $K^{-} p p$ binding threshold. (right) Simulated angle distribution of pions from $\Sigma$ decays. The decay neutrons are requested to be detected with the NC and the below $K^{-}+p+p$ threshold. The dotted lines represents the CDH acceptance. A part of pions can not reach the CDH because of their low momenta.

Table 4.1: $\Sigma$ reconstruction efficiencies obtained by the simulation. The errors are statistical ones.

| Channel | $\epsilon_{\text {reconstruction }}^{\Sigma}(\%)$ |
| :--- | :---: |
| $K^{-}+{ }^{3} \mathrm{He} \rightarrow \Sigma^{+}+\pi^{-}+d_{s}$ | $85 \pm 1$ |
| $K^{-}+{ }^{3} \mathrm{He} \rightarrow \Sigma^{-}+\pi^{+}+d_{s}$ | $91 \pm 1$ |
| $K^{-}+{ }^{3} \mathrm{He} \rightarrow \Sigma^{-}+\pi^{0}+p_{s}+p_{s}$ | $91 \pm 1$ |

tagged, and the $\Sigma$ reconstructed events, respectively. Then the efficiency $\epsilon_{\text {reconstruct }}^{\Sigma}$ can be calculated as the ratio of the blue histogram to the red one, and was obtained to be $\sim 90 \%$ as summarized in Table 4.1. Here the $\Sigma^{ \pm}$signal region was defined as $\left|\operatorname{IM}\left(\mathrm{n} \pi^{ \pm}\right)-m_{\Sigma^{ \pm}}\right|<$ $12 \mathrm{MeV} / c^{2}$, which corresponds to about $\pm 2 \sigma$ of the invariant mass resolution.

## Identification and removal of the $\Sigma$-decay events

By reconstructing the $\Sigma$ decays as described above, the decay neutron can be identified event by event. Figure 4.8 (left) shows the correlation between the $n \pi^{-}$invariant mass and the neutron missing mass. A narrow band can be seen in the horizontal direction at the mass of $\Sigma^{-}$, while there is also an event concentration in the vertical direction attributed to the charge-exchange reactions $K^{-} p \rightarrow K_{s}^{0} n$, followed by the the $K_{s}^{0} \rightarrow \pi^{+} \pi^{-}$. Therefore, selected $\Sigma$-decay events contain the quasi-free events to some extent as shown in Fig.

Table 4.2: Obtained yields in the bound region.

|  |  | Count | stat. <br> error | syst. <br> error | syst. from <br> energy scale |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Total event |  | 2030 | 45 |  | 212 |
| Background | total | 568 | 57 | 60 | 105 |
|  | Continuous | 197 | 14 | 47 | 2 |
|  | (time const. only) | 199 | 14 |  |  |
|  | (time const. + pol0) | 150 | 12 |  |  |
|  | (time const. + pol2) | 243 | 16 |  |  |
|  | Target-empty | 134 | 37 | 13 | 30 |
|  | $\Sigma$-decay event | 82 | 9 | 16 | 5 |
|  | Quasi-free tail | 155 | 40 | 31 | 83 |
| Unknown |  | 1462 | 58 | 60 | 107 |

## 4.8(right).

Figure 4.9 shows the ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing mass spectrum after the removal of $\Sigma$-decay events. The tail structure below the threshold is kept in a similar shape as shown in Fig. 4.2. Although there still remains little contribution from the $\Sigma$-decay events due to the $\sim 10 \%$ inefficiency of the $\Sigma$ reconstruction, it obviously does not destroy the tail structure.

### 4.2.4 Yield estimation of the unknown excess

Figure 4.10 shows the ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass spectrum with each contribution from the experimental effects and the well-known single-nucleon processes discussed above, where we employ the $K_{s}^{0}$-tagged spectrum for the main component of the quasi-free peak. $\Sigma$-decay events were already removed event by event in each contribution. It is obvious that the tail structure below the threshold cannot be reproduced by any experimental effect nor well-established elementary-process.

Then, we evaluated the yield of the excess in the bound region using the spectra. The integrated region was set from 2.29 to $2.37 \mathrm{GeV} /{ }^{c}$, since continuous background should be dominant below the region. The excess-yield in the region of the interest is obtained to be $1462 \pm 58$ (stat.) $\pm 122$ (syst.), while the sum of the backgrounds is $568 \pm 57$ (stat.) $\pm$ 121 (syst.). The yields of each component are summarized in Table 4.2. The evaluations of their associated errors are as follow.

## Contamination of quasi-free peak

The main component of the quasi-free peak, namely contributions from the kaon charge exchange reaction and the kaon elastic scattering, should appear only above the $K^{-} p p$ threshold because of their kinematics as already discussed. However, the finite experimental resolution makes them contribute in the bound region. Here the $K_{s}^{0}$ tagged spectrum is scaled to fit the peak height for the estimation of such contribution. The uncertainty in


Figure 4.8: (left) Correlation between the $n \pi^{-}$invariant mass and the neutron missing mass obtained from the experimental data. The horizontal solid lines represent the $\Sigma$ selection regions, and the red dotted line represents $K^{-} p p$ binding threshold. (right) Contributions of the $\Sigma$-decay events in the neutron missing-mass spectrum.


Figure 4.9: Neutron missing mass spectrum after the removal of $\Sigma$-decay events.


Figure 4.10: Summary plot of the experimental effects and the known processes.
the assumption, i.e. the shape of the quasi-free peak can be substituted by the $K_{s}^{0}$-tagged spectrum, is evaluated to be $20 \%$.

## Continuous background

We have defined three types of the continuous background as shown in Fig. 4.5. Their average is adopted in the yield estimation and the difference among them is considered as a systematic error.

## Contributions from other materials than ${ }^{3} \mathrm{He}$

The uncertainty of the contribution from other materials than ${ }^{3} \mathrm{He}$ is due to that of the total kaon flux. Since the empty-target data was analyzed with the same procedure as used in the production-data analysis, the uncertainty is almost the same as that of the production-data evaluated to be $\sim 2 \%$ as summarized in Table 3.3.6. However, an additional systematics should arise because the empty-target data was taken in a different accelerator cycle with lower beam intensity. Therefore, we conservatively adopted a $10 \%$ systematic error here.

## Neutrons from $\Sigma$ decays

In the discussion on the removal of the $\Sigma$-decay events described in Sec. 4.2.3, it is found that $\sim 10 \%$ neutrons from the $\Sigma$ decays are failed to be reconstructed. Here we assume the spectral shape of those events is the same as that of reconstructed events. The $\Sigma^{-}$can be produced via reaction 4.5 and 4.6. The ratio of the two reaction is assumed to be (Eq. 4.5):(Eq. 4.6)=3:1, by taking account of the elementary cross sections (Table A.1,A.2)
and the number of each nucleon in ${ }^{3} \mathrm{He}$. Conservatively, $10 \%$ systematic error arises from the uncertainty of the reconstruction inefficiency of $\Sigma$. The uncertainty in the estimation method is evaluated to be $20 \%$ in total.

## Uncertainty in the missing mass scale

Systematic errors arising from the uncertainty in the absolute missing mass scale are evaluated by shifting the integral gate. Note that the large errors of the total and the quasi-free tail are due to the rise of the spectrum near the $K^{-} p p$ threshold.

### 4.2.5 Conclusion on the tail structure in the $K^{-} p p$ bound region

The experimental effects and well-established processes are examined focusing on their contributions to the ${ }^{3} \mathrm{He}\left(K^{-} . n\right) X$ missing-mass spectrum below the $K^{-} p p$ threshold. Consequently, it is found that the contributions are much smaller than the strength of the observed tail structure. The yield of the unknown excess is evaluated to be $1462 \pm$ 58 (stat.) $\pm 122$ (syst.), while that of the experimental backgrounds and well-known processes is to be $568 \pm 57$ (stat.) $\pm 121$ (syst.) events, by integrating the spectra from 2.29 to $2.37 \mathrm{GeV} / c^{2}$. Thus the observed excess is statistically significant, and the result is robust against the systematics arising from the analysis procedure.

The unknown excess was successfully observed as we aimed at by employing the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction to kinematically separate the known background processes and by constructing new spectrometer system to achieve good experimental resolution and to suppress the unphysical backgrounds. The unknown events must have total baryon number 2 and strangeness -1 to be consistent with the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction. Such structure just below the $K^{-} p p$ threshold was observed by the present experiment for the first time.

### 4.3 Discussions on possible sources of the unknown excess

On the basis of the obtained results, the possible explanation of the unknown excess below the $K^{-} p p$ threshold is discussed. The candidates are as follows:

1. Non-mesonic two-nucleon absorption processes
2. Mesonic two-nucleon and three-nucleon absorption processes
3. Formation of $K^{-} p p$ state

Although these processes are still not well known both theoretically and experimentally, we compare the observed spectrum with expected spectra of the candidate processes. The expected spectra are evaluated with the simulation and the same analysis procedure as used for the data analysis. In the discussion, we use the $\Sigma$-decay subtracted spectrum shown in Fig. 4.9, since the $\Sigma$-decay events can be identified event by event as described in Sec. 4.2.3.

Table 4.3: List of non-mesonic two nucleon absorption processes. The estimations are given as by the sum of differential cross sections at $\theta_{l a b}^{N}=0^{\circ}$ for all charge combinations.

| mode | charge combinations | \# of comb. | estimation |
| :--- | :--- | :---: | :---: |
| $\Lambda N$ | $\Lambda n p_{s}, \Lambda p n_{s}$ | 2 | $<0.1 \mathrm{mb} / \mathrm{sr}$ |
| $\Sigma N$ | $\Sigma^{-} p p_{s}, \Sigma^{0} n p_{s}, \Sigma^{0} p n_{s}, \Sigma^{+} n n_{s}$ | 4 | $<0.1 \mathrm{mb} / \mathrm{sr}$ |
| $\Sigma(1385) N$ | $\Sigma(1385)^{-} p p_{s}, \Sigma(1385)^{0} n p_{s}$, |  |  |
| $\Lambda(1405) N$ | $\Sigma(1385)^{0} p n_{s}, \Sigma(1385)^{+} n n_{s}$ | 4 | $<0.1 \mathrm{mb} / \mathrm{sr}$ |
| $\Lambda(1405) n p_{s}, \Lambda(1405) p n_{s}$ | 2 | $11 \mathrm{mb} / \mathrm{sr}$ |  |
| $\Lambda(1520) N$ | $\Lambda(1520) n p_{s}, \Lambda(1520) p n_{s}$ | 2 | $4 \mathrm{mb} / \mathrm{sr}$ |

### 4.3.1 Non-mesonic two-nucleon absorption

Non-mesonic two-nucleon absorption reactions (NM2NA),

$$
\begin{equation*}
K^{-}+" N N^{\prime \prime} \rightarrow \Sigma / \Lambda+N \tag{4.7}
\end{equation*}
$$

can produce high-energetic nucleons due to the large Q -values. In stopped-kaon experiments, the total non-mesonic multi-nucleon absorption rate was obtained to be $0.16 \pm 0.03$ on ${ }^{4} \mathrm{He}[70]$, but only $\sim 0.01$ on deuteron[71] using bubble chambers. Experiments using emulsion detectors also reported the rate to be as large as 0.2 on larger target[72]. Although several theoretical studies have been progressed[73, 74], the mechanism of multi-nucleon absorption processes is still not well understood. In the case of in-flight experiment, the reaction cross section of multi-nucleonic processes should be considerably small since the de Broglie wave length at $1 \mathrm{GeV} / c(\sim 0.2 \mathrm{fm})$ is much shorter compared to the distance of two nucleons $(\sim 1.5 \mathrm{fm})$. However, their possible contributions are worth to be examined.

Here, we consider not only ground state of $\Lambda, \Sigma$ but also hyperon resonances such as $\Sigma(1385), \Lambda(1405)$ and $\Lambda(1520)$ in NM2NA, namely,

$$
\begin{equation*}
K^{-}+{ }^{3} \mathrm{He} \rightarrow Y^{(*)}+N+N_{s}, \tag{4.8}
\end{equation*}
$$

where $Y^{(*)}$ and $N_{s}$ denote hyperon or hyperon resonance and a spectator nucleon in helium-3, respectively. All the possible charge combinations are listed in Table 4.3. Once the reaction angle is determined, the emitted nucleon has monochromatic momentum except for the smearing by the Fermi motion. Thus they make peak structures in the neutron spectrum as shown in Fig. 4.11, where the simulated spectra of NM2NA are compared with the experimental spectrum. The relative reaction cross section of each charge combination is assumed to be equal for the simplicity. It should be noted that we use the Breit-Wigner distributions with PDG masses and widths to describe intrinsic resonance shapes of the hyperons.

Possible contributions of NM2NA are discussed in the following.

## $\Lambda N$ and $\Sigma N$ branches

In the $\Lambda N$ and the $\Sigma N$ branches in NM2NA, both primary neutrons and neutrons from hyperon decays contribute to the deep bound region around $2.1 \sim 2.2 \mathrm{GeV} / c^{2}$ as shown


Figure 4.11: Simulated neutron spectra in NM2NA. For each branch, the number of generated events corresponds to $20 \mathrm{mb} / \mathrm{sr}$ at $\theta_{l a b}=0^{\circ}$.
in Fig. 4.11. The experimental spectrum have reveals no significant structure in such region, which indicates the contributions of the $\Lambda N$ and the $\Sigma N$ branches of NM2NA are quite limited. This fact is consistent to the result of KEK PS-E548[32](Fig. 1.2). They found no significant contribution from reaction (4.7) in ${ }^{12} \mathrm{C}\left(K^{-}, N\right)$ reactions at $1 \mathrm{GeV} / c$. Rough estimations of the upper limit for the reaction cross sections were done by fitting histogram with their simulated line shape and continuous background.

## $\Sigma^{*} N$ and $\Lambda^{*} N$ branches

In NM2NA which produce hyperon resonances, contributions of the primary neutrons appear at the tail of the observed quasi-free peak, while neutrons from their decays make broad continuum in higher missing-mass region.

Now we simply assume the tail structure is fully composed of the $Y^{*} N$ branches in NM2NA. The main shape of the quasi-free peak is assumed to be the same as the $K_{s}^{0}$ tagged spectrum. Then the neutron spectrum was fitted by the four components with four free parameters which define their intensities. The fitting result is shown in Fig. 4.12. We obtained rather large cross section of $\sim 5 \mathrm{mb} / \mathrm{sr}$ and $\sim 2 \mathrm{mb} / \mathrm{sr}$ at $\theta_{\text {lab }}=0^{\circ}$ for the $\Lambda(1405) n$, and the $\Lambda(1520) n$ branches, respectively, while the contribution of the $\Sigma(1385) n$ branch was much suppressed. Thus, the obtained yields for $\Lambda^{*} N$ branches give upper limit of their contribution.

Here, we discuss whether the large contribution of the $\Lambda(1405) n$ branch in NM2NA is reasonable or not, by referring other experimental and theoretical information. A previous in-flight kaon experiment by Braun et. al. using a deuterium bubble chamber at 834
$\mathrm{MeV} / c$ reported sub mb total cross sections of $\Sigma(1385)^{-} p(\sim 0.3 \mathrm{mb}), \Lambda(1405) n(\sim 0.4 \mathrm{mb})$, and $\Lambda(1520) n(\sim 0.9 \mathrm{mb})$ final states[75]. In the theoretical side, there is a calculation of the $d\left(K^{-}, n\right) \Lambda(1405) / \Sigma(1385)$ reactions, which predicts the enhancement of $\Lambda(1405)$ production at forward angle[76]. However, they evaluated the differential cross section of $\Lambda(1405) n$ final state to be only $\sim 0.5 \mathrm{mb} / \mathrm{sr}$ at $\theta_{\text {lab }}=0^{\circ}$, while that of $\Sigma(1385)$ to be one order of magnitude smaller. Therefore, the dominance of $\Lambda(1405) n$ branch against $\Sigma(1385) n$ branch is reasonable, while more than $1 \mathrm{mb} / \mathrm{sr}$ cross section of $\Lambda(1405) n$ branch seems unreasonable.

Another point is the large cross section compared to $\Lambda(1520)$ branch. The production cross section of $\Lambda(1520)$ was measured to be approximately 5 times larger than that of $\Lambda(1405)$ in the elementally processes (see Table A.1) and approximately 2 times larger in NM2NA on a deuteron target, while we obtained less than half yileds of $\Lambda(1520) n$ at maximum compared to $\Lambda(1405) n$.

In summary, the assumption that the tail structure below the threshold can be fully reproduced with $Y^{*} n$ branches of NM2NA seems not reasonable in view of the obtained large cross section of $\Lambda(1405) n$ branch, but cannot be excluded by the present data only. Note that the peak position and the resonance shape of $\Lambda(1405)$ would have a large influence on the quantitative discussion.

Anyway, with the semi-inclusive analysis, the information on each branch in NM2NA could not be extracted more precisely. In particular the $\Lambda(1405) n$ branch and $K^{-} p p$ formation cannot be distinguished with the ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass spectrum. We need much more statistics to achieve the exclusive analysis by reconstructing $\pi \Sigma, \pi \Sigma p$, and $\Lambda p$ final states.

### 4.3.2 Mesonic two-nucleon absorption and three-nucleon absorption

There would be also two-nucleon absorption reactions (2NA) associated with pion(s) and three-nucleon absorption reactions (3NA) such as,

$$
\begin{array}{r}
K^{-}+{ }^{3} \mathrm{He} \rightarrow Y+N+\pi+N_{s} \\
K^{-}+{ }^{3} \mathrm{He} \rightarrow Y+N+N+(\pi) . \tag{4.10}
\end{array}
$$

Here we consider the processes with up to three pions for 2NA and with up to two pions for 3NA as listed in Table 4.4 and Table 4.5, respectively. If the final state particles distribute uniformly in the phase space, these processes would make broad continuums in the neutron missing mass spectrum as shown in Fig. 4.13(left) and 4.14(left). In the simulation, the relative reaction cross section of each combination is assumed to be equal for the simplicity.

In these reactions, $\Lambda p$ pairs are expected to be reconstructed with the CDS. Note that $\Sigma^{0}$ also produces $\Lambda$ via its decay into $\Lambda \gamma$. The simulated spectra of $\Lambda p$ invariant masses are also compared with the data as shown in Fig. 4.13(right) and Fig. 4.14(right). The event selection and the normalization of the $\Lambda p$ events are described in Appendix C.

Table 4.4: List of the mesonic two-nucleon absorption processes. The yields are estimated by fitting $\Lambda p$ spectra, and are given as the sum of total cross sections of all charge combinations.

| branch | charge combinations | \# of comb. | estimation |
| :---: | :---: | :---: | :---: |
| $\Lambda N \pi$ | $\Lambda n \pi^{0} p_{s}, \Lambda p \pi^{-} p_{s}, \Lambda p \pi^{0} n_{s}, \Lambda n \pi^{+} n_{s}$ | 4 | $<0.1 \mathrm{mb}$ |
| $\Lambda N \pi \pi$ | $\begin{aligned} & \Lambda n(\pi \pi)^{0} p_{s}, \Lambda p(\pi \pi)^{-} p_{s} \\ & \Lambda p(\pi \pi)^{0} n_{s}, \Lambda n(\pi \pi)^{+} n_{s} \end{aligned}$ | 6 | $<0.1 \mathrm{mb}$ |
| $\Lambda N \pi \pi \pi$ | $\begin{aligned} & \Lambda n(\pi \pi \pi)^{0} p_{s}, \Lambda p(\pi \pi \pi)^{-} p_{s} \\ & \Lambda p(\pi \pi \pi)^{0} n_{s}, \Lambda n(\pi \pi \pi)^{+} n_{s} \end{aligned}$ | 8 | 34 mb |
| $\Sigma N \pi$ | $\begin{gathered} \Sigma^{-} p \pi^{0} p_{s}, \Sigma^{-} n \pi^{+} p_{s}, \Sigma^{0} n \pi^{0} p_{s} \\ \Sigma^{0} p \pi^{-} p_{s}, \Sigma^{+} n \pi^{-} p_{s} \\ \Sigma^{-} p \pi^{+} n_{s}, \Sigma^{0} p \pi^{0} n_{s}, \Sigma^{0} n \pi^{+} n_{s} \\ \Sigma^{+} n \pi^{0} n_{s}, \Sigma^{+} p \pi^{-} n_{s} \end{gathered}$ | 10 | $<0.1 \mathrm{mb}$ |
| $\Sigma N \pi \pi$ | $\begin{aligned} & \Sigma^{-} p(\pi \pi)^{0} p_{s}, \Sigma^{-} n(\pi \pi)^{+} p_{s}, \Sigma^{0} n(\pi \pi)^{0} p_{s}, \\ & \Sigma^{0} p(\pi \pi)^{-} p_{s}, \Sigma^{+} n(\pi \pi)^{-} p_{s}, \Sigma^{+} p \pi^{-} \pi^{-} p_{s}, \\ & \Sigma^{-} p(\pi \pi)^{+} n_{s}, \Sigma^{0} p(\pi \pi)^{0} n_{s}, \Sigma^{0} n(\pi \pi)^{+} n_{s}, \\ & \Sigma^{+} n(\pi \pi)^{0} n_{s}, \Sigma^{+} p(\pi \pi)^{-} n_{s}, \Sigma^{-} n \pi^{+} \pi^{+} n_{s} \end{aligned}$ | 16 | $<0.1 \mathrm{mb}$ |
| $\Sigma N \pi \pi \pi$ | $\begin{gathered} \Sigma^{-} p(\pi \pi \pi)^{0} p_{s}, \Sigma^{-} n(\pi \pi \pi)^{+} p_{s}, \Sigma^{0} n(\pi \pi \pi)^{0} p_{s} \\ \Sigma^{0} p(\pi \pi \pi)^{-} p_{s}, \Sigma^{+} n(\pi \pi \pi)^{-} p_{s}, \Sigma^{+} p \pi^{-} \pi^{-} \pi^{0} p_{s} \\ \Sigma^{-} p(\pi \pi \pi)^{+} n_{s}, \Sigma^{0} p(\pi \pi \pi)^{0} n_{s}, \Sigma^{0} n(\pi \pi \pi)^{+} n_{s} \\ \Sigma^{+} n(\pi \pi \pi)^{0} n_{s}, \Sigma^{+} p(\pi \pi \pi)^{-} n_{s}, \Sigma^{-} n \pi^{+} \pi^{+} \pi^{0} n_{s} \end{gathered}$ | 22 | 86 mb |

Table 4.5: List of the three-nucleon absorption processes. The yields are estimated by fitting $\Lambda p$ spectra, and are given as the sum of total cross sections of all charge combinations.

| branch | charge combinations | \# of comb. | estimation |
| :--- | :--- | :---: | :---: |
| $\Lambda N N$ | $\Lambda n p$ | 1 | 0.2 mb |
| $\Lambda N N \pi$ | $\Lambda n p \pi^{0}, \Lambda p p \pi^{-}, \Lambda n n \pi^{+}$ | 3 | 2 mb |
| $\Lambda N N \pi \pi$ | $\Lambda n p(\pi \pi)^{0}, \Lambda p p(\pi \pi)^{-}, \Lambda n n(\pi \pi)^{+}$ | 4 | $<0.1 \mathrm{mb}$ |
| $\Sigma N N$ | $\Sigma^{-} p p, \Sigma^{0} n p, \Sigma^{+} n n$ | 3 | 0.2 mb |
| $\Sigma^{-} p p \pi^{0}, \Sigma^{-} n p \pi^{+}$ |  |  |  |
|  | $\Sigma^{0} p p \pi^{-}, \Sigma^{0} p n \pi^{0}, \Sigma^{0} n n \pi^{+}$, |  |  |
| $\Sigma N N \pi$ | $\Sigma^{+} n p \pi^{-}, \Sigma^{+} n n \pi^{0}$ | 7 | 3 mb |
|  | $\Sigma^{-} p p(\pi \pi)^{0}, \Sigma^{-} n p(\pi \pi)^{+}, \Sigma^{-} n n \pi^{+} \pi^{+}$, |  |  |
|  | $\Sigma^{0} p p(\pi \pi)^{-}, \Sigma^{0} p n(\pi \pi)^{0}, \Sigma^{0} n n(\pi \pi)^{+}$, |  |  |
| $\Sigma N N \pi \pi$ | $\Sigma^{+} n p(\pi \pi)^{-}, \Sigma^{+} n n(\pi \pi)^{0}, \Sigma^{+} p p \pi^{-} \pi^{-}$ | 12 | 31 mb |



Figure 4.12: Neutron missing-mass spectrum fitted with the simulated spectra of the $Y^{*} N$ branches and the $K_{s}^{0}$-tagged spectrum. The hatched regions were excluded from the fitting.

## Estimation of the contribution in a simple assumption

Since the $\Lambda p$ pairs can be produced in the two- or the three-nucleon processes only, we can restrict the yield of such processes from the distribution of the $\Lambda p$ events. Although the observed $\Lambda p$ events may contain signals of NM2NA and $S=-1$ bound/resonance states including $K^{-} p p$, we assume all observed events are generated by the uncorrelated mesonic 2NA and 3NA to evaluate the upper limits of the contributions from those processes. We fit the ${ }^{3} \mathrm{He}\left(K^{-}, \Lambda p\right) X$ missing-mass and the $\Lambda p$ invariant-mass spectra with simulated ones simultaneously as shown in Fig. 4.15 . The yields of the 12 processes are determined by the fitting, where the fitting region are from 0.7 to $1.6 \mathrm{GeV} / c^{2}$ and from 2.05 to $2.7 \mathrm{GeV} / c^{2}$ for the missing-mass and invariant-mass, respectively. The systematic errors of the yields are estimated to be $\sim 20 \%$ by changing the initial parameters of the fit and the fitting regions. By using obtained yields, their contributions to the ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass spectrum are evaluated as shown in Fig. 4.16.

Although the estimation method is too simple to determine the cross sections of each process, it is enough to evaluate the contribution in the $K^{-} p p$ bound region of the missing mass spectrum, since the ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass distributions of the multi-nucleon absorption processes would be highly correlated with the $\Lambda p$ distributions. The obtained yields of uncorrelated mesonic 2 NA and 3 NA is two orders of magnitude smaller than that of the excess, which clearly suggests such processes cannot explain the observed excess.


Figure 4.13: Simulated spectra of mesonic 2NA (left) in the neutron missing-mass spectrum and (right) in the $\Lambda p$ missing-mass spectrum. The yield of each simulated spectrum is normalized to 10 mb total cross section.


Figure 4.14: Simulated spectra of 3NA (left) in the neutron missing-mass spectrum and (right) in the $\Lambda p$ missing-mass spectrum. The yield of each simulated spectrum is normalized to (left) 10 mb and (right) 1 mb total cross section.


Figure 4.15: (left) ${ }^{3} \mathrm{He}\left(K^{-}, \Lambda p\right) X$ missing-mass and (right) $\Lambda p$ invariant-mass spectra. They are fitted with the simulated spectra simultaneously. The thick black and the red histograms represent the data and the fitting result, respectively.


Figure 4.16: ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass spectra of mesonic 2NA and 3NA (left) in linear scale and (right) in log scale. The thick black and the red histograms represent the data and the obtained result, respectively.


Figure 4.17: (left) Simulated CDS tagging efficiencies and (right) signal survival rates in the $\Sigma$-decays cut for each decay mode.

### 4.3.3 $\quad K^{-} p p$ assumption

Finally, we assume that the unknown excess is fully attributed to the $K^{-} p p$ formation, and evaluate its differential cross section at $\theta_{l a b}=0^{\circ}$.

## CDS tagging efficiency and the signal killing ratio by the $\Sigma^{ \pm}$-decays removal

To evaluate the reaction cross section from the number of excess in Fig. 4.10, we need to assume the decay modes of the $K^{-} p p$ and evaluate the CDS tagging efficiencies $\left(A_{C D S}\right)$ for each decay mode. The signal survival ratios after the removal of the neutrons from the $\Sigma$ decays $\left(\epsilon_{\Sigma \text { cut }}\right)$ should be also evaluated, since the excess is integrated in the spectrum after the removal of the $\Sigma$-decay events. They are evaluated with the simulation by changing the $K^{-} p p$ binding energy. The $K^{-} p p$ is assumed to decay isotropically with following decay modes:

$$
\begin{align*}
K^{-} p p & \rightarrow(\pi \Sigma)^{0} p  \tag{4.11}\\
& \rightarrow \Lambda p  \tag{4.12}\\
& \rightarrow \Sigma^{0} p \tag{4.13}
\end{align*}
$$

Reaction (4.11) is naturally expected from the decay mode of $\Lambda(1405)$ and it is expected to be dominant if the binding energy is small. However, this branch would be forbidden if the binding energy is larger than 100.53 MeV . Reaction (4.12) is the decay channel FINUDA and DISTO observed as the " $K^{-} p p$ " candidates. Reaction (4.13) has the same decay products with reaction (4.12) except for a $\gamma$ emitted in $\Sigma^{0} \rightarrow \Lambda \gamma$.

The obtained values of $A_{C D S}$ and $\epsilon_{\Sigma \text { cut }}$ are shown in Fig. 4.17.

## Differential cross section under the $K^{-} p p$ assumption

We evaluate the differential cross section at $\theta_{l a b}=0^{\circ}$ assuming the excess is fully attributed to the $K^{-} p p$ formation. The cross sections for each decay mode are obtained to be:

$$
\begin{array}{ll}
1.21 \pm 0.05(\text { stat. }) \pm 0.21 \text { (syst.) } \mathrm{mb} / \mathrm{sr} & \left(K^{-} p p \rightarrow \Lambda p\right) \\
1.22 \pm 0.05(\text { stat. }) \pm 0.21(\text { syst. }) \mathrm{mb} / \mathrm{sr} & \left(K^{-} p p \rightarrow \Sigma^{0} p\right) \\
1.56 \pm 0.06(\text { stat. }) \pm 0.27 \text { (syst. }) \mathrm{mb} / \mathrm{sr} & \left(K^{-} p p \rightarrow \pi \Sigma p\right)
\end{array}
$$

the systematic error is estimated as the quadratic sum of two kinds of errors: One is the systematic error of the excess yield summarized in Table 4.2, and the other is $\sim 17 \%$ relative uncertainty of the normalization factor summarized in Table 3.3.

The derived differential cross section of the excess under the $K^{-} p p$ assumption is similar to that of the theoretical calculation by Koike and Harada[57]. They predicted the cross section is of the order of $\mathrm{mb} / \mathrm{sr}$ integrated in the bound region.

In terms of the spectral shape of the excess, a direct comparison is impossible since the experimental spectrum is obtained under the semi-inclusive condition. However, the tagging efficiencies of the CDS shown in Fig. 4.17 have similar tendencies to the phase space suppression factor used in the derivation of the theoretical spectrum. Thus the peak structure in Fig. 1.6(d) or the cusp in Fig. 1.6(c) would be further enhanced in our semi-inclusive spectrum while the spectra in Fig.1.6(a)(b) would not change drastically.

As a consequence, the case of Fig. 1.6(a) is most similar to our experimental spectrum. It means that our experimental data favors a shallow binding energies of B.E. $<40$ MeV with moderately large width of $\Gamma=50 \sim 100 \mathrm{MeV}$ for the $K^{-} p p$ state, if the $K^{-} p p$ assumption is the case. These binding energy and width are consistent with most of the few body calculations listed in Table 1.1.

### 4.4 Upper limit for the formation cross section of deeplybound $K^{-} p p$ state

In the previous section, we evaluated the differential cross-section of the excess, by assuming that the excess is fully attributed to the $K^{-} p p$, in the missing-mass region from 2.29 to $2.37 \mathrm{GeV} / c^{2}$ corresponding to the binding energy from 0 to 80 MeV . In the deep bound region below $2.29 \mathrm{GeV} / c^{2}$ corresponding to the binding energy of larger than 80 MeV , we can assume the smooth background as already discussed. Therefore, we evaluate the upper limit for the formation of a possible peak structure in this section. Such a peak, if existed, would be a dibaryon state with strangeness -1 . Although it may not be the $K^{-} p p$, $\left[\bar{K} \otimes\{N N\}_{I=1}\right]_{I=1 / 2}$ state, here we assume the dibaryon state as the $K^{-} p p$ decaying into $\Lambda p$ to determine the upper limit.

### 4.4.1 Spectral fitting

## $K^{-} p p$ shape

The Breit-Wigner distribution is employed as the intrinsic shape of the $K^{-} p p$. However, in the semi-inclusive spectrum, the shape should be distorted by the charged-particle tagging

### 4.4. UPPER LIMIT FOR THE FORMATION CROSS SECTION OF DEEPLY-BOUND K $K^{-}$PP STATE

in the CDS and the $\Sigma$-decays removal, which depend on its binding energy as shown in Fig. 4.17. The decay mode assumed here is $K^{-} p p \rightarrow \Lambda p$ only. In addition, the shape is smeared by the resolution of the detector system $\sigma_{M M}$. This resolution also depends on the binding energy as shown in Fig. 3.35. Then the peak distribution $F\left(x ; M_{S}, \Gamma\right)$ is given by,

$$
\begin{aligned}
F\left(x ; M_{S}, \Gamma\right) & =\int f(\tau) * g\left(x-\tau, \sigma_{M M}(\tau)\right) d \tau \\
f\left(x ; M_{S}, \Gamma\right) & =\frac{d \sigma}{d \Omega}\left(\theta_{l a b}=0\right) \cdot\left(\frac{1}{2 \pi} \frac{\Gamma}{\left(x-M_{s}\right)^{2}+\Gamma^{2} / 4}\right) \cdot A_{c d s}(x) \cdot \epsilon_{\Sigma \mathrm{cut}}(x) \\
g(x ; \sigma) & =\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{x^{2}}{2 \sigma^{2}}\right),
\end{aligned}
$$

where $M_{S}$ and $\Gamma$ are the mass and the width of the $K^{-} p p$ state, respectively. As the background, a second order polynomial function is employed.

## Fitting

The $\Sigma$-decay subtracted spectrum is fitted with the above $K^{-} p p$ distribution and the background in the missing-mass region from $1.50 \mathrm{GeV} / c^{2}$ to $2.29 \mathrm{GeV} / c^{2}$. The fitting parameters are the differential cross section $\frac{d \sigma}{d \Omega}\left(\theta_{l a b}=0^{\circ}\right)$ of the $K^{-} p p$ and the background function.

## Derivation of the upper limit from the fitting result

To evaluate the upper limit of the cross section, we adopt a Baysian approach; we renormalize the probability distribution functions by eliminating an unphysical region corresponding to $d \sigma / d \Omega<0$. The error of the cross section is evaluated by adding the statistical error obtained by the fitting and the systematic error of $17 \%$ obtained in Sec. 3.9, quadratically. Then the upper limit at $95 \%$ confidence level is calculated with the cross section and the evaluated error.

### 4.4.2 Result and comparison with other $K^{-} p p$ studies

The spectral fittings are performed with the $K^{-} p p$ widths of $20,60,100 \mathrm{MeV} / c^{2}$ and the mass from 2.1 to $2.28 \mathrm{GeV} / c^{2}$ in increments of $20 \mathrm{MeV} / c^{2}$. The resultant upper limits a $95 \%$ confidence level are $0.02 \sim 0.4 \mathrm{mb} / \mathrm{sr}$ as shown in Fig. 4.18.

Now we compare the obtained results with possible candidates of the deeply-bound $K^{-} p p$ states reported by FINUDA[34] and DISTO[39] groups. They claimed the observation of the $K^{-} p p$ state with (binding-energy, width) $=(115,67) \mathrm{MeV}$ and $(105,118) \mathrm{MeV}$ in $\Lambda p$ final state, respectively. We have found no statistically significant structure in those region, and the upper limits of the formation cross section via $\Lambda p$ decay mode have been obtained to be $\sim 0.25 \mathrm{mb} / \mathrm{sr}$ and $\sim 0.35 \mathrm{mb} / \mathrm{sr}$ for the $K^{-} p p$ states FINUDA and DISTO claimed, respectively. The results also contradict the theoretical calculation by Koike and Harada[57], where potentials obtained from the results of FINUDA and DISTO make a distinct peak structure in the ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass spectrum at $\theta=0^{\circ}$, with more than $1 \mathrm{mb} / \mathrm{sr}$ cross section in the bound region as shown in Fig. 1.6(d).


Figure 4.18: Upper limits of the formation cross section at $\theta_{l a b}=0^{\circ}$ and a $95 \%$ confidence level for a strange dibaryon state decaying into $\Lambda p$ final state.

## Chapter 5

## Conclusion

We have searched for the $K^{-} p p$ bound state via a missing-mass measurement of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction at the kaon beam momentum of $1 \mathrm{GeV} / c$. The $K^{-} p p$ state is the lightest kaonic nucleus, whose existence is supported theoretically as a consequence of the strong $\bar{K} N(I=0)$ attraction but not established experimentally yet. In our employed reaction, the $K^{-} p p$ signal can be effectively searched for, since physical background processes in the bound region are expected to be almost free due to the in-flight reaction kinematics of ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$. Helium- 3 is the simplest target to search for the $K^{-} p p$ state in the $\left(K^{-}, n\right)$ reaction and the measurement of the ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction was performed for the first time.

The first-stage experiment was carried out in May, 2013 at the K1.8BR beam line in the J-PARC hadron experimental facility. We radiated $5.2 \times 10^{9}$ kaons on a helium- 3 target during the data taking period of about 4 days. The spectrometer system we constructed for the present experiment consists of a beam line spectrometer, a liquid helium cryogenic target system, a cylindrical detector system (CDS) surrounding the target, and a neutron detection system at the forward angle. They worked as designed and we achieved the missing-mass resolution of $\sim 10 \mathrm{MeV}(\sigma)$ around the $K^{-} p p$ binding threshold (2.37 $\mathrm{GeV} / c^{2}$ ).

The ${ }^{3} \mathrm{He}\left(K^{-}, n\right) X$ missing-mass distribution was successfully obtained in a semi-inclusive condition requiring at least one charged track in the CDS, which covers the polar angle range from 54 to 126 degrees. We found quite small yield in the deep bound region from the $K^{-} p p$ binding threshold, where contributions of non-mesonic two-nucleon absorption processes, $K^{-} N N \rightarrow Y N$, should appear if such processes exist in the in-flight ${ }^{3} \mathrm{He}\left(K^{-}, n\right)$ reaction. On the other hand, we have a certain amount of events just below the threshold. They cannot be explained by experimental effects, such as the detector resolution and unphysical backgrounds, nor known elementary processes. The number of the events in this unknown excess was evaluated to be $1462 \pm 58$ (stat.) $\pm 122$ (syst.) in a missing-mass region from $2.29 \mathrm{GeV} / c^{2}$ to $2.37 \mathrm{GeV} / c^{2}$, while the background was to be $568 \pm 57$ (stat.) $\pm 121$ (syst.). Therefore, the unknown excess is statistically significant. Such a structure just below $K^{-} p p$ threshold was firstly observed by the present experiment.

The possible explanations of the observed unknown excess were discussed. Contributions from mesonic two-nucleon absorption and three-nucleon absorption processes were found to be substantially small. The $\Lambda(1405) n$ branch of non-mesonic two-nucleon absorp-
tion reaction can explain the excess with a cross section as large as $5 \mathrm{mb} / \mathrm{sr}$ at $\theta_{\text {lab }}=0^{\circ}$, which cannot be distinguished from the shallowly-bound $K^{-} p p$ state with the present data. In the case that the excess was fully attributed to the $K^{-} p p$ formation, the cross section at $\theta_{\text {lab }}=0^{\circ}$ was evaluated to be $(1.2 \sim 1.6) \pm 0.3 \mathrm{mb} / \mathrm{sr}$, according to the assumed decay modes of $K^{-} p p \rightarrow \Lambda p, \Sigma^{0} p$, and $\pi \Sigma p$.

For the deep bound region below $2.28 \mathrm{GeV} / c$ in the neutron missing mass spectrum, corresponding to the $K^{-} p p$ binding energy of larger than 90 MeV , upper limits of the formation cross-section of the deeply-bound $K^{-} p p$ state were evaluated. They were determined to be $0.02 \sim 0.4 \mathrm{mb} / \mathrm{sr}$ at $\theta_{\text {lab }}=0^{\circ}$ at a $95 \%$ confidence level. Here we assumed the widths of 20,60 and $100 \mathrm{MeV} / c^{2}$ with a decay mode of $K^{-} p p \rightarrow \Lambda p$. We found no statistically significant structure in the deep bound region claimed by the FINUDA and DISTO groups. Also our results contradict to the theoretical calculation by Koike and Harada, where potentials are obtained from those experimental results.

Our setup has a good capability to carry out an exclusive analysis by the coincidence measurement of decay particles and a forward-going particle. Although such analysis needs much more data than we accumulated in the first physics run, it is one of the best ways to derive a conclusive evidence of the existence of the bound $K^{-} p p$ state. In addition, data with hydrogen and deuterium targets are of vital importance not only for better understanding of the spectrometer system to reduce systematic uncertainties but also for more quantitative discussions of known processes as backgrounds of the $K^{-} p p$ search.

These data takings will be performed in near future and provide crucial information on the $K^{-} p p$ state and the $\bar{K} N$ interaction.
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## Appendix A

## Monte Carlo simulation

In the current thesis, all the Monte Carlo simulations were performed by using Geant4.9.5.p01 toolkit[77]. The purposes of the Monte Carlo simulations were to produce dummy data with specific processes and to evaluate all the detector effects, such as energy losses of particles, multiple scatterings, the detector acceptance, and the tracking performance with the chamber position resolution.

We employed pre-implemented physics list QGSP_BERT to produce neutron spectrum, where all the neutrons passing through the NC were detected even without energy deposit and later scaled by the NC efficiency of $23 \%$ in the analysis procedure. Other detector efficiencies were also $100 \%$ in the data generation and were taken into account when compared to the real experimental data. The detector hit positions and timings were smeared with their resolutions. For the neutron missing-mass analysis, a true value of the generated missing mass was smeared by the missing-mass resolution in Fig.3.35 after the event selection. The event selection was done by the same procedure as the real-data analysis, except for upstream part of the beam analysis.

## A. 1 Geometry implementation

Precise implementation of the detector and other material geometries are essential for this kind of simulations. We implemented all detectors downstream of the D5 magnet with calibrated positions by the beam data. Thin materials such as black sheets and aluminized Mylar sheets used for wrapping scintillators, and chamber wires were ignored. Support structures for the detectors were also not implemented. For materials around the target, we implemented the target cell, the radiation shield and the CFRP vacuum vessel and its aluminum cap. We did not implemented the He transfer pipe and most of the cooling part of the cryogenic system. Note that materials implemented for the Monte Carlo simulation were exactly same including their positions as those considered in the energy loss calculation of the particles.

## A. 2 Event generator

We constructed an event generator which could generate an event with final state particles defined in an input parameter file. The reaction vertex position of an event was generated


Figure A.1: Momentum density distributions of spectators in ${ }^{3} \mathrm{He}$ used in the Monte Carlo simulations. If we have one spectator particle (deuteron or a nucleon in the two nucleon process) the two-body break-up data was used (left), while the distribution (right) was used for the events with two spectator particles.
according to the measured kaon beam distributions of the position and direction. The $z$ position was randomly selected and only vertices within the fiducial volume were accepted. A positive kaon was generated as a kaon beam at the vertex point toward upstream of the beam line with a realistic momentum distribution and was forbidden to decay.

## A.2.1 Treatment of the Fermi motion

For the kinematical distribution of the final state particles, the Fermi motion of the nucleon in ${ }^{3} \mathrm{He}$ were considered, while the cross section was the fixed values. First, we generated all the final state particles including the spectator(s) uniformly in the $n$ body phase space. Then, the spectators, if existed, were fed into the momentum filters at Laboratory system, to be consistent with the measured fermi momentum distribution in ${ }^{3} \mathrm{He}$ in the $\left(e, e^{\prime} p\right)$ reaction[78]. The density distribution of the spectator momenta were described by the double Gaussian distribution as shown in Fig. A.1.

## A.2.2 Angular distribution

We also considered the angular distribution of the final state particles if the reaction had two body final state (except for the spectator(s)) and there was measured angular distribution. The filter of the angular distribution was applied in the CM frame of the two final-state-particle system with generated momentum described above.

## A.2.3 Generated elementary processes

The simulated spectrum in Fig. 4.6 was generated with known elementary processes listed in Table A. 1 and Table A.2. The relative strength of each process were determined by the measured cross sections at around $1 \mathrm{GeV} / c$. Cross sections for some processes were extrapolated from the data with lower/higher beam momentum. We simply considered ${ }^{3} \mathrm{He}$ as 2 protons and 1 neutron, the total cross section of $K^{-}{ }^{3} \mathrm{He}\left(\sigma_{K^{-3} \mathrm{He}}\right)$ was assumed to be

$$
\sigma_{K^{-3} \mathrm{He}}=2 \times \sigma_{K^{-} p}+\sigma_{K^{-} n}
$$

where $\sigma_{K^{-} p}$ and $\sigma_{K^{-} n}$ are the total cross sections of $K^{-} p$ and $K^{-} n$ elementally processes, respectively. The spectator was assumed to be always a deuteron in the $K^{-} p$ processes, while two protons had fermi motions independently in the $K^{-} n$ processes.

## A. 3 Response of the NC

There is little experimental information on nuclear reactions of neutrons with the momenta of around $1 \mathrm{GeV} / c$, corresponding to the kinetic energies of several hundred MeV . Although the neutron detection efficiency of the NC was evaluated from the data by using the quasi-free charge-exchange reaction as described in Sec. 3.8.5, here we shows the calculated efficiency by the simulation based on Geant4 QGSP_BERT_ HP package as a reference. In the simulation, we also set a "online" threshold of 0.5 MeV for the energy deposit on a NC segment.

## A.3.1 Momentum dependence of the NC detection efficiency

Figure. A.2(left) shows the calculated efficiency for the various offline thresholds as a function of the momentum. In the simulation, the detection efficiency is almost flat around the interest region of $1.2 \sim 1.4 \mathrm{GeV} / c$ and down to $\sim 0.6 \mathrm{GeV} / c$. Therefore, we ignored the momentum dependence in the current analysis.

## A.3.2 Energy deposit distribution

Figure A.2(right) shows a comparison of the relative efficiency at the quasi-free peak $(\sim 1.15 \mathrm{GeV} / c)$ between the simulation and the data, where the data points are scaled to be consistent with the simulation at 8 MeVee . The threshold dependence is well reproduced by the simulation. It means that the energy deposit distribution of the simulation is reliable.

Table A.1: $K^{-} p$ elementary processes implemented in the Monte Carlo simulation. A sign of inequality in a kaon beam momentum $\left(p_{l a b}\right)$ shows we got the cross section at $1 \mathrm{GeV} / c$ by an extrapolation. The data used for the extrapolation is in CERN-HERA-83-02.

| Final state | $\begin{gathered} p_{l a b} \\ \mathrm{GeV} / c \end{gathered}$ | $\begin{gathered} \hline \hline \mathrm{CS} \\ (\mathrm{mb}) \\ \hline \end{gathered}$ | $\begin{aligned} & \text { error } \\ & (\mathrm{mb}) \end{aligned}$ | Ref. | Production angle |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $K^{-} p$ (elastic) | 1.005 | 21.75 | 0.73 | [79] | [79] |
| $\Lambda \pi^{+} \pi^{0} \pi^{-}$ | 1.001 | 0.41 | 0.04 | [80] | - |
| $\Lambda \pi^{+} \pi^{-}$ | 1.001 | 4.66 | 0.22 | [80] | - |
| $\Lambda \pi^{0}$ | 1.001 | 3.40 | 0.20 | [80] | [80] |
| $\Lambda 2 \pi^{0}$ | $>0.86$ | 1.00 | 1.00 |  | - |
| $\Lambda \eta$ | 1.001 | 0.22 | 0.07 | [80] | [81] $(1.021 \mathrm{GeV} / c)$ |
| $\Lambda \rho^{0}$ | <1.138 | 0.10 | 0.10 |  | x |
| $\Lambda(1405) \pi^{0}$ | $>0.85,<1.138$ | 0.40 | 0.40 |  | x |
| $\Lambda(1520) \pi^{0}$ | 1.005 | 2.44 | 0.17 | [82] | [82] |
| $\Sigma^{+} \pi^{+} 2 \pi^{-}$ | 1.001 | 0.05 | 0.01 | [80] | - |
| $\Sigma^{+} \pi^{0} \pi^{-}$ | 1.001 | 1.04 | 0.08 | [80] | - |
| $\Sigma^{+} \pi^{-}$ | 1.001 | 1.95 | 0.11 | [80] | [80] |
| $\Sigma^{0} \pi^{+} \pi^{0} \pi^{-}$ | 1.001 | 0.18 | 0.03 | [80] | - |
| $\Sigma^{0} \pi^{+} \pi^{-}$ | 1.001 | 0.53 | 0.05 | [80] | - |
| $\Sigma^{0} \pi^{0}$ | 1.005 | 0.92 | 0.12 | [79] | [83] (0.934 GeV/c) |
| $\Sigma^{0} 2 \pi^{0}$ | $>0.86$ | 0.50 | 0.50 |  | - |
| $\Sigma^{-} \pi^{+}$ | 1.001 | 1.53 | 0.09 | [80] | [80] |
| $\Sigma^{-} \pi^{+} \pi^{0}$ | 1.001 | 0.90 | 0.08 | [80] |  |
| $\Sigma^{-} \pi^{+} 2 \pi^{0}$ | <1.15 | 0.10 | 0.10 |  | - |
| $\Sigma^{-} 2 \pi^{+} \pi^{-}$ | 1.001 | 0.01 | 0.01 | [80] | - |
| $\Sigma(1385)^{+} \pi^{-}$ | 1.005 | 1.12 | 0.12 | [84] | [84] |
| $\Sigma(1385)^{0} \pi^{0}$ | <1.263 | 0.00 | 0.00 |  | x |
| $\Sigma(1385)^{-} \pi^{+}$ | 1.005 | 1.99 | 0.19 | [84] | [84] |
| $p \pi^{+} \pi^{-} K^{-}$ | <1.138 | 0.02 | 0.02 |  | - |
| $p \pi^{0} K^{-}$ | 1.005 | 0.97 | 0.05 | [82] | - |
| $p \pi^{-} K^{0}$ | 1.001 | 0.51 | 0.07 | [80] | - |
| $p K^{*-}$ | 1.005 | 0.26 | 0.03 | [85] | [85] |
| $n \pi^{+} \pi^{-} K^{0}$ | <1.161 | 0.01 | 0.01 |  | - |
| $n \pi^{+} K^{-}$ | 1.005 | 0.63 | 0.04 | [85] | - |
| $n \pi^{0} K^{0}$ | $>0.85,<1.15$ | 0.80 | 0.80 |  | - ${ }^{-}$ |
| $n K^{0}$ | 1.000 | 6.45 | 0.04 | [86] | [80] (1.001 GeV/c) |
| $n K^{* 0}$ | 1.005 | 0.20 | 0.02 | [85] | [85] |
| $\Delta^{+} K^{-}$ | 1.005 | 0.35 | 0.03 | [82] | x |
| $\Delta^{0} K^{0}$ | 1.005 | 0.73 | 0.07 | [85] | x |
| inelastic total |  | 34.39 | 1.52 |  |  |
| Total |  | 56.14 | 1.69 |  |  |

Table A.2: $K^{-} n$ elementary processes implemented in the Monte Carlo simulation. A sign of inequality in a kaon beam momentum $\left(p_{l a b}\right)$ shows we got the cross section at $1 \mathrm{GeV} / c$ by an extrapolation. The data used for the extrapolation is in CERN-HERA-83-02.

| Final state | $\begin{gathered} p_{l a b} \\ \mathrm{GeV} / c \end{gathered}$ | $\begin{gathered} \hline \mathrm{CS} \\ (\mathrm{mb}) \end{gathered}$ | $\begin{aligned} & \hline \hline \text { error } \\ & (\mathrm{mb}) \end{aligned}$ | Ref. | Production angle |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $K^{-} n$ (elastic) | 0.963 | 20 | 1 | [87] | [88] (0.935GeV/c) |
| $\Lambda \pi^{+} 2 \pi^{-}$ | 0.963 | 0.26 | 0.06 | [87] | - |
| $\Lambda \pi^{0} \pi^{-}$ | 0.995 | 3.79 | 0.42 | [89] | - |
| $\Lambda \pi^{-}$ | 0.995 | 4.8 | 0.34 | [89] | [90] (1.189 GeV/c) |
| $\Lambda(1405) \pi^{-}$ | $<1.45$ | 0.1 | 0.1 |  | x |
| $\Lambda(1520) \pi^{-}$ | $<1.45$ | 0.5 | 0.5 |  | x |
| $\Sigma^{+} \pi^{0} 2 \pi^{-}$ | 0.963 | 0.03 | 0.02 | [87] | - |
| $\Sigma^{+} 2 \pi^{-}$ | 0.995 | 1.18 | 0.12 | [89] | - |
| $\Sigma^{0} \pi^{0} \pi^{-}$ | $>0.854$ | 0.5 | 0.5 |  | - |
| $\Sigma^{0} \pi^{-}$ | 0.995 | 1.35 | 0.18 | [89] | [91] $\left((\Sigma \pi)^{-}, 0.854 \mathrm{GeV} / c\right)$ |
| $\Sigma^{-} \pi^{+} \pi^{0} \pi^{-}$ | 0.963 | 0.24 | 0.04 | [87] | [91] ( $\Sigma \pi$ ) , 0.854 ${ }^{\text {deV/c) }}$ |
| $\Sigma^{-} \pi^{+} \pi^{-}$ | 0.995 | 0.69 | 0.09 | [89] | - |
| $\Sigma^{-} \pi^{0}$ | 0.995 | 0.89 | 0.13 | [89] | [91] $\left((\Sigma \pi)^{-}, 0.854 \mathrm{GeV} / c\right)$ |
| $\Sigma^{-} 2 \pi^{0}$ | $>0.854$ | 0.3 | 0.3 |  | [91] $((\Sigma \pi)-, 0.854 \mathrm{GeV} / \mathrm{c})$ |
| $\Sigma(1385)^{0} \pi^{-}$ | $<1.45$ | 0.5 | 0.5 |  | x |
| $\Sigma(1385)^{-} \pi^{0}$ | <1.45 | 0.5 | 0.5 |  | x |
| $p \pi^{-} K^{-}$ | 0.995 | 0.95 | 0.1 | [89] | - |
| $n \pi^{-} K^{0}$ | 0.995 | 1.49 | 0.23 | [89] | - |
| $n K^{*-}$ | <1.45 | 0.2 | 0.2 |  | x |
| $\Delta^{0} K^{-}$ | $<1.45$ | 0.05 | 0.05 |  | x |
| $\Delta^{-} K^{0}$ | $<1.45$ | 1 | 1 |  | x |
| inelastic total |  | 19.32 | 1.60 |  |  |
| Total |  | 39.32 | 1.89 |  |  |



Figure A.2: (left) Momentum dependence of the NC relative efficiency obtained by the Monte Carlo simulation. (right) Comparison of the NC relative detection efficiency at the quasi-free peak $(\sim 1.15 \mathrm{GeV} / c)$ between the data and the simulation. The data points are the yields around the quasi-free peak, which are scaled to be consistent with the simulation at 8 MeVee .

## Appendix B

## Forward proton analysis

The forward proton detection system, described in Sec. 2.9, was installed to investigate the isospin dependence of the ${ }^{3} \mathrm{He}\left(K^{-}, N\right)$ reactions. In the current analysis, it was only used to evaluate the performance of the beam momentum reconstruction.

The analysis method was basically same as the neutron case(see Sec. 3.5), except that we should consider bended trajectories in flight-length calculations, and we should identify the particle species such as pions, protons and deuterons. Although the CVC can be also used for the same purpose to extend the acceptance for high momentum particles ( $>1$ $\mathrm{GeV} / c$ ), it was not included in the current analysis.

## B. 1 Trajectory reconstruction

The trajectory of a forward charged particle was determined with measured three points. They were the reaction vertex and positions at the FDC1 and at the PC. The reaction vertex was determined with the beam trajectory and the CDC track(s). The position at FDC1 was obtained from the track in the FDC1. The $x$ and $z$ positions at the PC was defined by a central position of the fired segments and $y$ position by the timing difference of the signals from two PMTs at both ends of the counter. The former two positions were used to defined out-going direction from the reaction point and an arc was employed as the trajectory in the dipole field of the Ushiwaka to smoothly change the direction toward the hit position at the PC. We assumed an uniform field in the Ushiwaka magnet and an effective field length of 96 cm was, as a result of a simulation study with a realistic magnetic-field calculation using TOSCA. With this simple description of the particle trajectory, an estimation of the flight length was found to be accurate within a 1 mm level.

## B. 2 Particle identification

Once we obtained the flight length of the particle, the velocity of the particle ( $\beta$ ) was calculated as described in Sec. 3.5.1. Then, the mass squared of the particle was calculated with a bending radius at the Ushiwaka, $\rho_{\text {Ushiwaka }}$, which was also obtained in the trajectory


Figure B.1: Particle identification with the forward charged particle spectrometer. The two dotted lines show the selection region for protons. Pion and deuteron peaks are also seen.
reconstruction. The mass squared was calculated as

$$
M^{2}=\left(\frac{c B_{\text {Ushiwaka }}}{\rho_{\text {Ushiwaka }}}\right)^{2} \times \frac{1-\beta^{2}}{\beta^{2}}
$$

where $B_{\text {Ushiwaka }}$ is the field strength of the Ushiwaka magnet. Figure B. 1 shows a distribution of mass squared, where pions, protons and deuterons were successfully identified. Note that the field strength of the Ushiwaka used in the calculation was tuned to adjust the peak position corresponds to protons.

## B. 3 Momentum reconstruction

The momentum resolution with the bending angle at the Ushiwaka was limited to $\sim 20$ $\mathrm{MeV} / c$ at $1 \mathrm{GeV} / c$. Therefore the bending angle was used only for the particle identification. The momentum was recalculated with TOF information by using Eq. (3.4). Here, we considered velocity changes by energy losses not only for the kaon beam but also for forward charged particles. The momentum was iteratively searched to give the measured TOF.

## B. 4 Calibration and Momentum scale

The relative timing offsets among the segments in the PC were adjusted with the pion beam data. The reconstructed beam momentum was used to calculate the standard of the TOF between T0 and the PC, and the time offset was tuned to adjust a measured TOF to it. The time-walk effect was also corrected at the same time. A typical TOF resolution


Figure B.2: Invariant mass distributions of (left) $p \pi^{-}$and (right) $p K^{-}$, where $\Lambda$ and $\Lambda(1520)$ were clearly identified, respectively. The protons were detected with the PC and the pions and kaons were detected with the CDS. The red dotted lines indicate the masses of $\Lambda$ and $\Lambda(1520)$ in the PDG.
was $180 \mathrm{ps}(\sigma)$ for pions. Note that a proton deposit larger energy on the scintillator, resulting in a better TOF resolution.

We reconstructed the $\pi p$ and $K^{-} p$ invariant mass distributions in the production data to see the expected peaks of the $\Lambda$ and $\Lambda(1520)$, respectively. These peaks were successfully observed as shown in Fig. B.2. The peak positions were consistent with the PDG masses within $\sim 1 \mathrm{MeV} / c$, which indicated the good accuracy of the momentum scale for the forward charged particles.

## B. 5 Beam-though run

The forward charged particle detection system was used as a reference of the beam momentum measurement. We took dedicated data of $\pi^{+}$and proton beams, which transported through the beam spectrometer and the Ushiwaka to the PC. The field strength of the Ushiwaka was fixed to be the same value with the production runs. The $\pi^{+}$data was used to calibrate the relative timing offset of the PC segments, and then we compared two momentum measurements of proton beams, i.e., with the beam spectrometer and with the forward charged particle detection system. In the analysis of forward spectrometer, we defined the vertex point by the extrapolation of the BPC track at the FF.

The result of the beam momentum evaluation is given in Sec. 3.3.4.

## Appendix C

## $\Lambda p$ event analysis

In Sec. 4.3.2, the contribution of the multi-nucleon absorption processes was evaluated by using the $\Lambda p$ event distribution in the $K \otimes \mathrm{CDH}^{2 h i t s}$ trigger data. Here, the $\Lambda p$-event selection and the normalization factors for an evaluation of the yields of the $\Lambda p$ events are described.

## C. 1 Event selection

In order to reconstruct a pair of $\Lambda p$, one $\pi^{-}$and two protons were required to be detected with the CDS. Events with more than 3 tracks were discarded. The two protons were checked whether either of them can reconstruct $\Lambda$ with the $\pi^{-}$. Figure C.1(left) shows the correlation of the two $p \pi^{-}$invariant masses with each proton. The distance of closest approaches (DCAs) between the beam track and the reconstructed $p \pi^{-}$parent track to discriminate the proton from the $\Lambda$ decay and the $p_{1} \pi^{-}$pair was defined to give shorter DCA than the $p_{2} \pi^{-}$pair. Although the $p_{1} \pi^{-}$pair is naively expected to be more likely to be $\Lambda$ origin, the $p_{2} \pi^{-}$pairs also contains $\Lambda$ s as a horizontal line is seen in Fig. C.1(left). Therefore, the $p \pi^{-}$pair whose invariant mass was closer to the $\Lambda$ mass was selected as a $\Lambda$ candidate and filled in Figure C.1(right). The $\Lambda$ and side-band regions are also defined in Figure C.1(right). The signal-to-noise ratio at the $\Lambda$ peak was approximately 5. Figure C. 2 shows ${ }^{3} \mathrm{He}\left(K^{-}, \Lambda p\right) X$ missing-mass and $\Lambda p$ invariant-mass spectra compared with side-band events in $\Lambda$ selection.

## C. 2 Normalization

The total cross-section of the $\Lambda p$ events can be expressed as,

$$
\begin{equation*}
\sigma=\frac{1}{L} \cdot \frac{1}{\epsilon_{C D C}^{3} \cdot \epsilon_{P I D}^{3} \cdot A_{C D S}^{\prime}} \cdot \frac{1}{\epsilon_{D A Q}^{\prime} \cdot \epsilon_{t r i g}^{\prime}} \cdot N \tag{C.1}
\end{equation*}
$$

where $L$ and $\epsilon_{C D C}$ are the integrated luminosity and the CDC tracking efficiency, which are the same as those in Eq. 3.12. $\epsilon_{P I D}$ and $\epsilon_{\text {trig }}^{\prime}$ are the efficiencies of the particle identification in the CDS and the $K \otimes C D H^{2 h i t s}$ trigger, which were assumed to be unity for the simplicity. $A_{C D S}^{\prime}$ is the acceptance of the CDS to reconstruct three charged particles, $\pi^{-} p p$, evaluated by the simulation assuming phase-space uniform distribution of


Figure C.1: (left) Correlation of $p \pi^{-}$invariant masses reconstructed with each proton in the $\pi^{-} p p$ events. $p_{1} \pi^{-}$has shorter DCA between the beam and reconstructed parent tracks than $p_{2} \pi^{-}$. (right) $p \pi^{-}$invariant mass distribution in the $\pi^{-} p p$ events. The $p \pi^{-}$ pair whose invariant mass is closer to the $\Lambda$ mass is filled. The black hatched region represents $\Lambda$ selection, while blue and red hatches represent the side band regions.


Figure C.2: (left) ${ }^{3} \mathrm{He}\left(K^{-}, \Lambda p\right) X$ missing-mass and (right) $\Lambda p$ invariant-mass spectra. The blue and red histograms represent the side-band events in the $\Lambda$ selection as defined in Fig. C.1.

Table C.1: Normalization factors for the $\Lambda p$ events.

| Luminosity $L\left(\mu \mathrm{~b}^{-1}\right)$ | 540 |
| :--- | :---: |
| $\epsilon_{C D C}$ | 0.96 |
| $\epsilon_{P I D}$ | 1 |
| $\epsilon_{D A Q}^{\prime}$ | 0.116 |
| $\epsilon_{\text {trig }}^{\prime}$ | 1 |

the multi-nucleon processes. $\epsilon_{D A Q}^{\prime}$ is the live rate of the DAQ system with a consideration of the pre-scale factor of 7 . These values are summarized in Table C.1.

## C. $3 \Lambda p n$ final state

It is worth mentioning that we can identify $\Lambda p n$ final state as a missing neutron peak in the ${ }^{3} \mathrm{He}\left(K^{-}, \Lambda p\right) X$ missing-mass spectrum. If these events are attributed to NM2NA with a neutron spectator, we expect a corresponding peak around $2.8 \mathrm{GeV} / c^{2}$ in the $\Lambda p$ invariant-mass spectrum. No significant structure above $2.7 \mathrm{GeV} / c^{2}$ in Fig. 4.15(right) suggests that most of the $\Lambda p n$ events are attributed to 3NA. However, due to the limited statistics of the $\Lambda p n$ events, more detailed analysis cannot be achieved at present; we have obtained a few hundred $\Lambda p n$ events in the ${ }^{3} \mathrm{He}\left(K^{-}, \Lambda p\right) X$ missing-mass spectrum, in which only $\sim 10$ events are available if we require the neutron to be detected with the NC.
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[^0]:    ${ }^{1}$ Here we did not require an associated hit on the IH .

[^1]:    ${ }^{2}$ Although quantitative evaluation of the spectral shape above the $K^{-} p p$ threshold is difficult due to the uncertainty of nuclear effects in ${ }^{3} \mathrm{He}$, the results of the current analysis is not affected by such incompleteness of the simulation. This is because the well-known processes do not contribute the spectral shape below the threshold except for the $\Sigma$ productions, whose spectrum and yield are mainly evaluated using the experimental data.

